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Abstract - Automatic fault localization is a technique that
helps to reduce the costly task of program debugging. Among
the existing approaches, Spectrum-based fault localization
shows promising results in terms of scalability. One Deep
Neural Network (DNN)-based SFL approach that uses vir-
tual coverage has been proposed. This approach uses a DNN
model that classifies whether the test result of an input code
coverage is Pass or Fail. Virtual coverage is code coverage
that expresses that only certain code blocks are executed. The
output value when the virtual coverage is input to a DNN
model is treated as the suspiciousness score. We propose a
new virtual coverage and a DNN model based on the number
of executions. Our idea is that by using execution count-based
virtual coverage, higher accuracy can be achieved than exist-
ing approaches. We evaluate our proposed approach using six
projects available on Defects4j and Software Infrastructure
Repository (SIR). As a result of the evaluation, we confirmed
that our virtual coverages improve the accuracy by up to 4.2
points compared to the existing approach. We confirmed that
our proposed model with our virtual coverages improve the
accuracy by up to 5.6 points.

Keywords: Spectrum-based Fault Localization, Virtual
Coverage, Deep Neural Network, Supervised Learning

1 INTRODUCTION

In software development, fault localization is a costly task.
Testing and debugging are reported to account for up to 75%
of the development cost [1]. Automatic fault localization is an
effective technique to reduce the cost of program debugging.
Among the existing methods, Spectrum-based fault localiza-
tion (SFL) has shown promising results in terms of scalability,
lightweight, and language-agnostic [2–4].

Ochiai [5] and Tarantula [6] are representative SFL tech-
niques. These techniques calculate a failure suspicion score
for each statement based on code coverages. Statements with
high suspiciousness scores are considered highly suspicious
of failure, and developers investigate statements with high
suspiciousness scores as priority. The formulas for calcu-
lating the suspicion score for each statement in Ochiai and
Tarantula are shown below.

ef√
(ef + nf ) · (ef + ep)

(Ochiai) (1)

ef
ef+nf

ef
ef+nf

+
ep

ep+np

(Tarantula) (2)

These formulas are calculated using the following values
[7].

• ef is the number of times the statement is executed in
the Fail test case.

• ep is the number of times the statement is executed in
the Pass test case.

• nf is the number of times the statement is not executed
in the Fail test case.

• np is the number of times the statement is not executed
in the Pass test case.

Ochiai and Tarantula calculate a failure suspiciousness score
based on the frequency with which each statement is executed
in the Fail and Pass test cases. Thus, the idea in the statistical
SFL approach is that statements that are executed frequently
in the Fail test case and infrequently in the Pass test case are
suspicious.

In recent years, several deep learning-based approaches
have been proposed for locating faults, and the learning ca-
pability of DNNs is effective in locating faults, showing bet-
ter identification results than conventional SFL techniques
(Ochiai, Tarantula) [8]. As one of the deep learning-based
SFL approaches, the approach using virtual coverage has been
proposed [8–11]. An overview of this approach [11] is shown
in Fig. 1. The virtual coverage used in this approach is shown
in Fig. 2. The approach in Fig. 1 takes test coverage as input
and learns a Deep Neural Network (DNN) model that classi-
fies whether the input test execution coverage is Pass or Fail.
Next, the virtual coverage shown in Fig. 2 is input to a learned
DNN model, and a DNN model outputs a score indicating the
suspiciousness of failure for each code block.

The virtual coverage in Fig. 2 is generated from the test
execution coverage and treats the statements commonly exe-
cuted in all test cases as code blocks. Therefore, the size of
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Figure 1: Existing Approach of DNN-based SFL

Figure 2: Virtual Coverage at Code-Block Granularity

some blocks can be too large for some programs, which has
a negative impact on the accuracy of SFL. We propose a new
virtual coverage that can be used with the existing approach
shown in Fig. 1. Our proposed virtual coverage is created
based on the number of executions (execution count reports)
of each statement. Since it is based on the number of execu-
tions, it is possible to divide the source code into more code
blocks than the existing virtual coverage shown in Fig. 2.
Figure 3 shows the creation of existing virtual coverage and
the creation of our proposed virtual coverage. In Fig. 3, t1, t2,
and t3 represent the three test cases, and s1, s2, ..., and s5 rep-
resent statements in the source code. The v1, v2, v3, and v4
represent the virtual coverages created in each approach. Ex-
ecution count reports describe execution counts of each state-
ment at test runtime. In Fig. 3, the existing approach divides
source code into three code blocks (virtual coverages), and
our approach divides source code into four code blocks.

We evaluated our proposed virtual coverage on the six
projects (Math, Lang, Chart, Print tokens, Print tokens2, and
Tot info) available on Defects4j [12] and Software Infrastruc-
ture Repository (SIR) [13]. As a result, we confirmed that
the proposed virtual coverage improves the accuracy by up
to 4.2 points compared to the existing virtual coverage. Ap-
plying the Wilcoxon Signed-Rank Test to the experimental
results, we confirmed that the proposed approach is signifi-
cantly more accurate than the existing approach. In order to
further improve the accuracy of our proposed virtual cover-
age, we also evaluated the proposed virtual coverage on DNN

models trained on different training data from the existing ap-
proach. As a result, we confirmed that the accuracy is im-
proved by up to 5.6 points compared to the existing approach.

The rest of the paper is organized as follows. Section 2
describes the background of this paper. Section 3 describes
the proposed approach. Section 4 describes the experimental
setup and Section 5 discusses the experimental results. We
conclude in Section 6.

2 BACKGROUND

2.1 Statistical SFL Techniques

Tarantula [6] and Ochiai [5] are representative statisti-
cal SFL techniques. These techniques use test coverage
collected during test execution to compute suspiciousness
scores, which indicate the suspiciousness of failure for each
statement. Several approaches [14–16] have been proposed
to compute suspiciousness scores similar to Tarantula and
Ochiai. Since various metrics have been proposed, the ap-
proach [17] to fuse these SFL techniques and calculate suspi-
cion scores from multiple statistical SFL techniques has been
proposed.

This paper discusses deep learning-based SFL approaches,
which differ from statistical SFL approaches in the idea of
fault localization. In this paper, statistical SFL techniques are
not further discussed.

2.2 Deep Learning-based SFL Approaches

Existing function-level fault localization techniques [18,
19] use function coverage or statement coverage to compute
the suspiciousness values. Murtaza et al. [18]’s approach
uses decision trees to identify patterns of function calls re-
lated to failures. Sohn et al [19]. proposed the approach to
rank faulty methods higher using genetic programming (GP)
and linear rank-supported vector machines (SVM). These ap-
proaches are function grain SFL approaches, which are dif-
ferent in granularity from the statement granularity SFL ap-
proaches discussed in this paper.

T.Ikeda et al. / Fault Localization with Virtual Coverage and Supervised Learning based on Execution Count Information34



Figure 3: Virtual Coverage Creation in Each Approach

Figure 4: Virtual Coverage at Statement Granularity

As one of the latest techniques for dynamic analysis us-
ing machine learning, Li et al. proposed DeepRL4FL, which
identifies buggy code by treating fault localization as an im-
age pattern recognition problem [20]. Li et al.’s approach re-
quires marking the statements that are faulty as training data.
This is so that a model can distinguish between statements
that are faulty and non-faulty at training. In our approach,
we treat the label of whether each test case is Pass or Fail
as training labels. Therefore, the training data used in Li et
al.’s approach is more informative than our approach’s train-
ing data.

The most relevant researches to this paper are approaches
[8, 9, 11] that use virtual coverage to locate faults. In these
approaches, a DNN model is first trained that takes test exe-
cution coverages as input and classifies whether the test re-
sult is Pass or Fail. Next, virtual coverage is constructed
that indicates that only certain a statement or a code block
is executed. Several approaches have been proposed for con-
structing virtual coverage, including the approach [8] at the
statement granularity and the approach [11] at the code block
level. The statement granularity virtual coverage is shown
in Fig. 4 and the code block granularity virtual coverage is
shown in Fig. 2. By inputting the virtual coverage in Fig.
4 and 2 into a trained DNN model, a failure suspiciousness
score is given for each virtual coverage. Since each virtual
coverage is a coverage that represents only certain a statement
or a code block executed, output values of a DNN model are
treated as suspiciousness scores for each statement or code
block. It is known experimentally that using virtual coverage
at the code block granularity is more accurate for SFL than
virtual coverage at the statement granularity [11].

Existing virtual coverage treats statements that are exe-

cuted at least once in common in all test cases as code blocks.
In this approach, the source code is divided into code blocks,
which improves the accuracy to the limit of coverage-based
SFL. Since the existing approach constructed virtual coverage
on a coverage basis, there are possible cases where statements
are aggregated in some blocks and the sizes of the blocks
are too large. Since our approach constructs virtual coverage
based on the number of executions, it is expected that large
code blocks can be divided and the accuracy improved.

3 OUR APPROACH

An overview of the fault localization in our approach is
shown in Fig. 5 and Fig. 6. Fault localization in our approach
consists of the following steps.

1. Execute tests of the System Under Test (SUT).

2. Collect a Coverage Report for each test case at test run
time and generate an execution count report.

3. Label the test results (Pass or Fail) in the generated ex-
ecution count report.

4. A DNN model is trained using generated execution
count reports and test result labels.

5. Create virtual coverage from the execution count re-
port.

6. Virtual coverage is input to a trained DNN model and a
suspiciousness score is given to each code block.

7. Rank the suspiciousness of each code block in descend-
ing order of the suspiciousness score.

Figure 5 shows Steps 3 and 4; Fig. 6 shows Steps 6 and 7.
Figure 7 shows the DNN architectures. The coverage report
in Step 2 describes information such as how many times each
statement of the SUT is executed during each test case. An
overview of the execution count report in Step 2 is shown in
Fig. 8. The execution count report shown in Fig. 8 indicates
how many times each statement of the SUT is executed in
each test case. Code coverage is represented as 1 if a state-
ment is executed at least once and 0 if it is not. On the other
hand, in the execution count report, each statement is repre-
sented by the number of execution at test runtime.
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Figure 5: Training A DNN Model in Our Approach

Figure 6: Calculating Suspicious Scores in Our Approach

Figure 7: DNN Architecture in Our Approach
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Figure 8: Execution Count Report

In step 4, the developer can use a DNN model that takes the
execution count reports as input and classifies the test results.
The output value of this DNN model is a float value between
0 and 1, which is regarded as the probability that the classifi-
cation result is a Fail. A DNN model learns the difference in
pattern between the execution count reports of Pass test and
Fail test.

The next step is to create virtual coverages that will be in-
put to a trained DNN model. Virtual coverage is code cov-
erage that virtually represents that only a certain code block
is executed. The developer creates a virtual coverage and in-
puts it to a DNN model. Since the output of a DNN model is
considered to be the probability that the classification result is
Fail, the output value of a DNN model when a virtual cover-
age containing the faulty statement is input is expected to be
higher than other input values. Therefore, the output values
of a DNN model in descending order are treated as the rank
of the final suspiciousness score, and a suspiciousness rank is
assigned to each code block.

The basic idea of SFL (Steps 6 and 7) is the same as the
existing approach [11] and is not a new contribution of this
paper. We propose a DNN-based virtual coverage fault local-
ization approach based on execution count information. Our
proposed approach is used in Steps 4 and 5. The details of our
proposed approach are described below.

3.1 Training a DNN Model Using Execution
Count Reports

Our approach is to train a DNN model based on execu-
tion count information. For this purpose, we use an execution
count report. An overview of the execution count report is
shown in Fig. 8, which describes the number of times each
statement is executed at test runtime.

In our approach, we use execution count reports as training
data for a DNN model. Using the execution count reports as
training data is expected to improve the accuracy of SFL with
our proposed new virtual coverage described in Section 3.2.

3.2 Create Virtual Coverage with Execution
Count Reports

The following is a step-by-step description of how to create
virtual coverage using execution count reports.

1. In each test case, statements that are adjacent and have
the same number of executions shall be temporary
blocks.

2. Statements contained in a common temporary block are
defined as code block.

3. Create virtual coverage based on defined code blocks.

An overview of each Step is shown in Fig. 9. In Fig. 9,
the dotted squares are temporary code blocks and the blue
squares are the final code blocks to be defined. In Step 1,
temporary code blocks are defined in each test case. In test
case 1 (t1), three temporary code blocks are defined, and in
t2, four temporary code blocks are defined. Each temporary
code block is assigned a block id. The color of the dotted
line in Step 1 indicates the id of the temporary code block.
For example, statement 1 (s1) belongs to the same temporary
code block with the same id in all test cases.

In Step 2, statements that belong to the temporary code
block with the same id in all test cases are defined as the fi-
nal code block. Since s1 belongs to the temporary code block
with the same id (color) in all test cases, we define it as the
final code block (blue square). Next, since s2, and s3 belong
to the same id (color) in all test cases, they are defined as the
final code block. At this time, the temporary code block id of
s4 in t1 is changed to the same id (color) as the next statement,
s5. Next, in Step 2-2, s4 is defined as the final code block, and
the temporary code block id of s5 in t1, t3 is changed to the
next temporary code block id (yellow). Finally, in Step 2-3,
s5 is defined as the final code block, and four code blocks are
defined in the execution count report shown in Fig. 9.

Our proposed virtual coverage treats statements that are
common execution count patterns in all test cases as code
blocks. Since code blocks can be created according to the ac-
tual execution patterns, source code can be divided into more
code blocks than the existing approach. The difference be-
tween our proposed code block and the existing approach [11]
is shown in Fig. 10.

In Fig. 10, our approach creates four code blocks, while the
coverage-based existing approach creates three code blocks.
By creating code blocks according to the pattern of execution
counts, code blocks can be created with a finer granularity
than the existing approach.

The virtual coverage is created from the code blocks and
the fault location is identified (Steps 6 and 7). We believe that
we can achieve higher accuracy than the existing approach
by creating virtual coverage with a finer granularity than the
existing approach, and by training a DNN model with data
that is more suitable for the proposed virtual coverage.

4 EVALUATION EXPERIMENT

4.1 Research Questions

In this paper, the following research questions are investi-
gated in the evaluation experiment.

RQ1. Comparison of fault localization accuracy with ex-
isting approach [11] when virtual coverages created based on
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Figure 9: Steps in The Creation of Our Proposed Code Block

Figure 10: Differences in Code Blocks

the number of executions are input to a DNN model trained
with coverages.

In this paper, we propose a new approach for creating a
new virtual coverage. We evaluate the effectiveness of our
proposed virtual coverage by comparing its fault localization
accuracy with existing coverage-based virtual coverage.

The TopN % is used as a measure of the accuracy of fault
localization, where the TopN % represents that a bug is classi-
fied into the top N % of the total, and a smaller value indicates
a better fault localization performance. In the case of multiple
bugs, the largest TopN % is used.

RQ2. Comparison of fault localization accuracy with ex-
isting DNN model when virtual coverage created based on the
number of executions is input.

In our approach (Fig. 5), we use execution count reports
as training data to enhance the effectiveness of our proposed
virtual coverage. We input the proposed virtual coverage into
the existing DNN model and our DNN model, and compare
the accuracy of fault localization.

4.2 Subject Programs
We conducted an evaluation experiment using bugs and

their fixes provided by Defects4j [12] and Software Infras-

tructure Repository (SIR) [13]. Defects4J is a database of
actual bugs in Java projects. Lang, Math, and Chart from
Defects4j and Print tokens, Print tokens2, and Tot info from
SIR are selected as the projects for the experiments. We use
bugs that meet the following conditions for our experiments.

• Bug fixes only with code addition are excluded. If the
bug is fixed by code addition only, the original buggy
source code does not have any defects to be pointed out.

• The fault statement is executed at least once in each of
the fail and pass tests: the SFL approaches require the
bug to be executed in those tests.

Execution coverage and execution count reports are collected
using OpenClover [21] and gcov [22]. We use OpenClover
to collect coverages of Defects4j’s projects, and we use gcov
to collect coverages of SIR’s projects. Because execution is
not recorded for class member variable definitions, etc., due
to OpenClover’s specifications, we excluded parts of the pro-
gram that are not recorded as execution coverage from the
fault set. The number of lines (LOC) and number of tests for
the experimental program are shown in Table 1.

T.Ikeda et al. / Fault Localization with Virtual Coverage and Supervised Learning based on Execution Count Information38



Table 1: Details of Target Programs
Project Number LOC Number

of Versions of Tests
Lang 30 58389 54987
Math 29 23623 83364
Chart 15 10094 27036

Print tokens 7 336 4130
Print tokens2 9 343 2064

Tot info 23 268 1052

Figure 11: Results in RQ1 of Defects4J

4.3 Setup for a DNN Model

In performing supervised training, the weight parameters
of Dense Layers are initialized with random values. The size
of the hidden layer of each Dense Layer is changed accord-
ing to the size of the coverage size to be trained. The first
Dense Layer is the minimum size of 100, and the second
Dense Layer is the minimum size of 20 hidden layers. The
third Dense Layer is the Output Layer, which is a hidden
layer of size 1. The ReLu and Sigmoid functions are used
as activation functions. In addition, a Dropout Layer is used
to suppress over-learning. Adam optimizer [23] is used, and
the learning rate is set to 1.0e − 3. TensorFlow (ver. 2.12.0)
is used as the learning framework.

5 RESULTS AND DISCUSSIONS

5.1 RQ1: Result

Figure 11 shows the experimental results for RQ1 of De-
fects4J. The horizontal axis in Fig. 11 represents the TopN
% and indicates the amount of source code examined by the
developer. The vertical axis shows the percentage of identi-
fied faults, where 100 % on the vertical axis means that all
faults are identified. For example, a vertical axis plot with a
Top 50% is more than 90%, indicating that more than 90%
of the faults are identified by investigating half of the source
code. There are two plots in Fig. 11: the gray plot shows the
accuracy of the existing approach, and the orange plot shows
the accuracy of the proposed virtual coverage.

As a result, except for the 25% and 35% TopN % plots, the
proposed virtual coverage has a larger value in the vertical

Figure 12: Results in RQ1 of SIR

Table 2: Test Results in RQ1
Subject 1-tailed (left) 1-tailed (right)

Defects4J 3.534E-02 9.647E-01
SIR 5.671E-02 9.433E-01

axis plot. This means that for each TopN %, the number of
faults that can be identified is higher than with the existing
approach.

Figure 12 shows the experimental results for RQ1 of SIR.
In Fig. 12, there is no difference in accuracy between the ex-
isting and proposed approaches in SIR. Figure 12 shows the
accuracy at a granularity of Top 5%, so there is no differ-
ence at all, but at a finer granularity, the proposed approach
is slightly more accurate (< 5 points) than the existing ap-
proach.

Table 2 shows the results of adapting the Wilcoxon Signed-
Rank Test to the experimental results. The Wilcoxon Signed-
Rank Test is a nonparametric test that tests for differences
between two corresponding groups. The null hypothesis in-
dicates that there is no significant difference between the two
groups, while the alternative hypothesis indicates that there is
a significant difference between the two groups. The 1-tailed
test and the alternative hypotheses are listed below.

• 1-tailed (left): The proposed approach has a smaller
TopN % value than the existing approach.

• 1-tailed (right): The proposed approach has a larger
TopN % value than the existing approach.

Since the value of TopN % is the amount of code investi-
gated by the developer to identify the fault location, a smaller
value indicates a high accuracy. Therefore, if the left-tailed
Wilcoxon Signed-Rank test is accepted, the proposed ap-
proach is significantly better than the existing approach in
fault localization performance.

The test results of Defects4J show that p = 0.035 <
0.05 = α, so the proposed virtual coverage is significantly
more accurate than the existing approach. However, the test
results of SIR show that p = 0.057 > 0.05 = α, so the pro-
posed virtual coverage is not significantly more accurate than
the existing approach.
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Table 3: Percentage Increase of The Number of Code Blocks
in the Defects4J Project

Project Bugs with Bugs with
Improved Accuracy Decreased Accuracy

Lang 52.36 % 98.54 %
Math 65.34 % 73.01 %
Chart 21.00 % 32.69 %

Table 4: Average Number of Source Code Divisions
in Each Project

Project Existing Approach Our Approach
Lang 143.86 294.93
Math 80.68 120.93
Chart 65.93 78.33

Print tokens 120.25 120.25
Print tokens2 140.63 140.63

Tot info 72.72 74.00

5.2 RQ1: Discussions

In our approach, the source code is divided into many more
code blocks than the existing approach. We consider that
defining code blocks with a finer granularity than the existing
approach according to the actual execution pattern (number
of executions) contributed to the improved accuracy shown in
Fig. 11.

On the other hand, for some bugs, the proposed approach
showed lower accuracy than the existing approach. Table 3
shows the percentage of increased number of code blocks for
each project when the proposed approach achieved higher ac-
curacy than the existing approach, and the proposed approach
showed lower accuracy than the existing approach. In Table 3,
for all three projects, bugs (Version) with improved accuracy
over the existing approach show a smaller percentage increase
in the number of code blocks than those with decreased accu-
racy. Existing research [11] has reported that virtual coverage
using code blocks is more accurate than a statement-based vir-
tual coverage approach. Therefore, our approach can define
code blocks at a finer granularity than existing virtual cov-
erage, but we consider that the accuracy decreases when the
granularity is too fine. In particular, if the granularity of the
code blocks defined by our approach is as fine as the state-
ment level, the accuracy is expected to decrease. Future work
is needed to determine the level of granularity that will im-
prove accuracy the most.

The results in Fig. 12 show that the proposed approach
has no difference in accuracy compared to the existing ap-
proach in the SIR project. Table 4 shows the average number
of source code divisions (average number of code blocks) for
the existing and proposed approaches in each project. In Table
4, the three Defects4j projects (Lang, Math, and Chart) show a
difference in the number of source code divisions between the
existing and proposed approaches. On the other hand, in the
three projects of SIR (Print tokens, Print tokens2, Tot info),
there is almost no difference in the number of source code di-
visions. Therefore, it is considered that the proposed virtual
coverage by itself cannot achieve higher accuracy than the

Figure 13: Results in RQ2 of Defects4J

Figure 14: Results in RQ2 of SIR

existing approach for programs where the number of source
code divisions is almost the same as the existing approach.

5.3 RQ2: Result
Figure 13 shows the experimental results for RQ2 of De-

fects4J. The orange plots in Fig. 13 show the fault localiza-
tion accuracy when our virtual coverage is input to an existing
DNN model. The blue plot shows the accuracy when our pro-
posed virtual coverage is input to a DNN model trained with
the execution count reports. The values shown in the two plots
are almost identical, and there is no improvement in fault lo-
calization performance using our proposed DNN model.

Figure 14 shows the experimental results for RQ2 of SIR.
The proposed approach identifies more faults than the existing
approach in SIR.

Table 5 shows the results of adapting the Wilcoxon Signed-
Rank Test to the experimental results in RQ2. The test re-
sults of Defects4J show that p = 0.421 > 0.05 = α, so
the proposed DNN model is not significantly more accurate
than the existing approach. The test results of SIR show that

Table 5: Test Results in RQ2
Subject 1-tailed (left) 1-tailed (right)

Defects4J 4.205E-01 5.795E-01
SIR 1.818E-03 9.982E-01
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p = 0.00182 < 0.05 = α, the proposed DNN model is 
significantly more accurate than the existing approach in SIR 
projects.

5.4 RQ2: Discussions
In Fig. 13, our proposed DNN model did not improve the 

accuracy compared to the existing DNN model. In Defects4j, 
we consider that the accuracy based on our proposed virtual 
coverage (orange plot) is the maximum performance of the 
SFL method [8] and that the accuracy cannot be improved 
any further.

Figure 14, the experimental results in SIR, shows that us-
ing our DNN model significantly improves the accuracy com-
pared to the existing DNN model. In addition, Table 5 shows 
that accuracy is significantly improved by using our DNN 
model. Our proposed virtual coverage is created based on 
the number of executions of each statement. We consider that 
training the DNN model with the information used to create 
our virtual coverage contributed to the improvement in accu-
racy shown in Fig. 14.

Defects4j showed no improvement in accuracy with our 
DNN model, while SIR showed a significant improvement 
(Table 5). It is a future challenge to investigate for which pro-
grams our DNN model is effective.

6 CONCLUSION

In this paper, we propose a new virtual coverage to be used 
for existing DNN-based SFL approaches. Our proposed vir-
tual coverage is created based on the number of executions 
and is able to divide the source code with finer granularity 
than the existing virtual coverage. In order to improve the 
accuracy of fault localization using the proposed virtual cov-
erage, we also proposed a DNN model using execution count 
reports as training data. Since the proposed virtual coverage 
is created based on the execution count reports, we consider 
that training a DNN model with the execution count reports 
enhances the effectiveness of our proposed virtual coverage.

Our approach is evaluated with six different projects avail-
able on Defects4j and SIR. Experimental results show that 
our proposed virtual coverage is more accurate than existing 
virtual coverage. We also obtained the prospect of further im-
proving the accuracy by using our proposed DNN model.

Further evaluation of our approach in broader and larger 
SUTs is needed and is a topic for future work. In the future, 
we intend to improve a DNN model in our approach to iden-
tify faults that cannot be addressed (e.g., faults for which the 
only bug fix is to add code, performance bugs, etc.).
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