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Abstract - In recent years, it has been an important research
topic in information security to evaluate the trustworthiness
of information. The theory of trust computation deals with
trustworthiness as a computational object, enabling us to in-
fer and predict the reliability of information. We have pro-
posed a new method for trust computation, which employs a
two-dimensional trust degree that handles trust and distrust
simultaneously. We have shown that this method is an ex-
tension of Marsh et al.’s well-known one-dimensional trust
value method, and our approach is an extension of Jøsang’s
Subjective Logic. In that sense, our previous results show
the technique with a two-dimensional trust value is powerful
enough from a theoretical point of view. However, it needs
to be clarified how to apply our trust values to real prob-
lems. In this paper, we conduct a large-scale case study us-
ing two-dimensional trust values. Specifically, we work on a
case study of developing a recommender system for employ-
ment opportunities that match those based on university stu-
dents’ employment preferences. In our case study, students
can answer desired and undesired items as text in an open-
ended response format. After analyzing the text, we calculate
a trust value, representing an agreement between the student’s
preferences and the company profile. Since students describe
desirable and undesirable items independently and maybe in-
consistently, leading to difficulty coping with the inconsis-
tency. Our trust value can deal with this inconsistency, and
we determine a trust value without inconsistency by applying
the result from the fuzzy logic. This paper also discusses how
to assess trust and distrust levels. We show and validate our
criteria by comparing them with those in another case study of
deciding a trust value to rescue requests posted in a disaster.

Keywords: On-Line Trust, 2D Trust Model, Fuzzy Logic,
Job Placement Assistance

1 INTRODUCTION
In recent years, techniques for evaluating trustworthiness in

information and senders/receivers are getting crucial. Marsh
et al. proposed a method to deal with trustworthiness as a
computational object, but their approach has a problem in that
it could not handle the independence of trust and distrust de-
grees. To overcome this problem, we extended Marsh et al.’s
trust computation method with the fuzzy logic-based FCR
method [1,2]. Our trust computation is two-dimensional, where
we can deal with trustworthiness and distrust-worthiness in-
dependently. Our previous work [3, 4] has introduced a two-
dimensional trust representation, and we have also shown how

to analyze transition-related trust properties, such as safety
properties. However, we still need to give how to determine
the specific trustworthiness and distrust-worthiness when ap-
plying our extended trust model to real problems. This paper
examines how to determine trust and distrust levels through a
case study.

This paper, specifically, deals with a method for recom-
mending companies that match the job preferences of univer-
sity students based on their job preferences. University stu-
dents’ main interests regarding companies they are employed
by are the type of job and workplace location. In this study,
we asked university students to answer “what they want” and
“what they do not want” regarding these conditions in the
form of free descriptions, and based on the results, we cal-
culated a two-dimensional trust value of [3, 4].

Since students tend to describe their preferences and non-
preferences independently, the requirements of college stu-
dents regarding corporate profiles may be inconsistent. We
computed the net goodness of fit (called a one-dimensional
trust value) of students’ preferences to the company profile
using the integrated value of the FCR method.

In this study, the assignment of the degree of trust and the
degree of distrust was conducted using the same approach as
in our previous study, the assignment of a two-dimensional
trust value to rescue requests posted during a flood disaster
[5]. Specifically, trustworthiness is determined by the degree
of compatibility between the text of the company profile and
the student’s expectations and is a value between 0 and 1. On
the other hand, the distrust level is assigned based on whether
or not the student’s “undesired items” appear in the company
profile and has a value of 0 or 1. Although it is possible to
determine the distrust level based on “how many unwanted
items appear” using the same criterion as the trust level, we
did not do so in this study. To validate the criterion of this
paper, we discuss how to determine the distrust level properly.

2 PRELIMINARIES: TWO-DIMENSIONAL
TRUST REPRESENTATIONS

Marsh and Dibben introduced trust values, which range
from −1 to 1, and classified trust notions into trust, distrust,
untrust, and mistrust [6]. We extended their trust values for
two dimensions [3,4] to address inconsistent trust evaluations.
This section explains some basics of (mainly two-dimensional)
trust computations.
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Figure 1: Marsh’s trust model

2.1 Conventional Trust Values
A conventional trust value is a real number in [−1, 1). Read-

ers interested in the details of calculating trust values can find
them here [6], but in this paper we directly handle the calcu-
lated trust values. Marsh and Dibben introduced the following
four notions of trust (see also, Fig. 1):

• Trust: The notion represents a case where a trust value
is positive and exceeds a predefined value called a co-
operation threshold (CT ). In this case, a trustee should
be trusted, and the trust value is regarded as a measure
of how much an agent believes the trustee.

• Distrust: Here the trust value is negative, and an agent
believes that a trustee will actively work against her in
a given situation.

• Untrust: Although the trust value is positive, it is not
high enough to produce cooperation. An agent cannot
determine if a trustee is actually trustworthy.

• Mistrust: Initial trust has been betrayed. More preci-
cely, mistrust represents a situation either a former trust
was destroyed or a former distrust was healed. The mis-
trust notion is a time-related trust property.

For these properties, see studies by Primiero [7] (on distrust
and mistrust) and [8] (on trust and distrust).

2.2 Fuzzy-Logic-Based Two-Dimensional
Trust Values

Marsh and Dibben classified trust notions in a one-dimensional
setting, i.e., trust and distrust are at both extremities. How-
ever, Lewicki et al. [9] suggested that trust and distrust are
entirely different dimensions from a psychological viewpoint.
Trust is a property closely related to human impressions, and
a technique for impression formation based on mathematical
psychology should be applied to trust values.

Oda [1,2] developed a Fuzzy-set Concurrent Rating (FCR)
method with fuzzy logic that enables us to measure and an-
alyze human impressions. The FCR method allows two or
more dimensions for representing a truth value, and our two-
dimensional trust representation is an application of the FCR
method for trust and distrust notions.

2.2.1 FCR Method

The FCR method employs the Hyper Logic Space model (HLS)
as a logic space for multiple-dimensional multiple-valued logic.
Figure 2 shows a two-dimensional space based on true and

Figure 2: Two-dimensional HLS

false. For any t, f ∈ [0, 1], pair (t, f) is called an observa-
tion. t and f are independent; we do not assume such condi-
tions as t+ f = 1. We call {(t, f) | t, f ∈ [0, 1] ∧ t+ f > 1}
the region of contradiction. {(t, f) | t, f ∈ [0, 1] ∧ t+f < 1}
is called the region of ignorance, or the region of irrelevance.
Finally, {(t, f) | t, f ∈ [0, 1] ∧ t + f = 1} is the consistent
region.

Given observation (t, f), we need to calculate an actual
truth value, which is called an integration value. Integration
values can be calculated in several ways, and we employ the
reverse-item averaging method, where integration value I2 is

defined with I2(t, f) =
t+ (1− f)

2
. The integration value

is the average of the degree of the positive elements and the
complementary degree of the negative elements.

Another important value in the FCR method is the degree
of contradiction [1,2] or the contradiction-irrelevance degree.
In the field of personality psychology, some situations are al-
lowed, including “I like it, but I don’t like it” or “I don’t
care for it at all.” The degree of such confusion/irrelevance
is formulated with the degree of contradiction. For obser-
vation (t, f), degree of contradiction C(t, f) should satisfy
C(t, f) = 1 for complete confusion, C(t, f) = −1 for com-
plete ignorance, and C(t, f) = 0 for a consistent situation.
C(t, f) = t + f − 1 is usually employed where C(t, f) rep-
resents the distance between (t, f) and the consistent region.

2.2.2 Two-Dimensional Trust Model

We employ the degrees of trust Trust and distrust DisTrust
defined with Trust = DisTrust = { v | 0 ≤ v ≤ 1} and de-
fine a two-dimensional trust value as an element of Trust ×
DisTrust. Observation (1, 0) ∈ Trust × DisTrust has a
high degree of trust and a low degree of distrust and repre-
sents a case where a trustee is completely trusted; this obser-
vation corresponds to trust value 1 of [6]. Observation (0, 1)
represents a case of complete distrust and corresponds to trust
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value −1. Observation (0.5, 0.5), which falls exactly between
(1, 0) and (0, 1), corresponds to 0 in conventional trust values.

To define such trust notions as trust, distrust, and untrust
in our two-dimensional trust model, we employ the following
transformation:

[(
cos π

4 − sin π
4

sin π
4 cos π

4

){ (
t
d

)
−
(
1
0

) }
+

(√
2
2
0

)]
× 1

√
2
2

=

(
t− d

t+ d− 1

)
=

(
i
c

)
.

First element i = t−d can be calculated with the reverse-item
averaging method. Actually, the value of i is calculated by
normalizing I2(t, d) to be a value in region [−1, 1]; note that
the range of integration value I2(t, d) was originally [0, 1].

The value of i was regarded as a conventional trust value
given by Marsh and Dibben. From the definition of i = t−d,
a net trust value is calculated by subtracting the degree of trust
from the degree of distrust, which matches our intuition. In
Fig. 2, the consistent region is the line between (1, 0) and
(0, 1) and corresponds to the set of conventional trust values.
Observation (t, d) in the consistent region satisfies t + d =
1 and is regarded as an assumption on the trust and distrust
degrees. The theory of conventional trust values implicitly
introduces this assumption.

Trust notions are defined with the value of i. Let CT be a
cooperation threshold. If we have i = t − d ≥ CT , then it
is a case of trust; if i is negative then it is case of distrust; if
we have 0 ≤ i < CT , then it is a case of untrust. Note that
for the case of distrust, condition i < 0 is equivalent to t < d;
i.e., a trustee is distrusted if the degree of distrust exceeds the
degree of trust.

As described above, the i value in our two-dimensional
trust model corresponds to Marsh’s trust value. Thus, our
model is an extension of the one-dimensional model. More-
over, our model is also an extension of Jøsang’s Subjective
Logic [10]. Subjective Logic, like our model, treats trust-
worthiness t and distrustworthiness d independently. How-
ever, Subjective Logic requires the constraint t+ d ≤ 1. The
trust model based on the FCR method has no such constraint.
Therefore, our model is an extension of Subjective Logic in
that it can handle t and d with t+ d > 1.

3 CALCULATION OF
TWO-DIMENSIONAL TRUST VALUES
BASED ON MATCHING OF
EMPLOYMENT PREFERENCES AND
JOB OFFERS

For applying our two-dimensional trust model to real ap-
plications, this section deals with the issue of helping univer-
sity students find jobs using our two-dimensional trust values.
Specifically, we evaluate the degree to which a description
in job openings matches the student’s preferences as a two-
dimensional trust value.

This study focuses on students in the Department of Infor-
mation Science at Aichi Institute of Technology. Although
the students are in the sciences, the percentage of students

� �
Preferred items regarding work location:
I prefer to work and live in Nagoya or
Tokyo. It is also OK to work in my home
town Hamamatsu.

NG items regarding work location:
I’m not particularly eager to go to
outlying areas such as Hokkaido, Okinawa,
and Shikoku.

Preferred occupations:
I am considering IT sales, planning,
other sales jobs, financial institutions,
and recruiting services.

NG Occupations:
I have no NG occupations.� �

Figure 3: Description of one student’s wishes

going to graduate school is about 20%, and most undergrad-
uates wish to find a job. Readers should note that this is a
different characteristic from that of students at national uni-
versities in Japan. However, private university students ac-
count for 70% of the total students in Japan, and we believe
that students with this characteristic are not a minority. About
80% of the students commute from the Tokai region of Japan.
The general trend is that they are strongly oriented toward the
IT industry and hope to live in their hometown (i.e., they wish
to work in the Tokai region). The number of job openings is
about 15,000, mainly for engineering students. In this sec-
tion, we focus on the example of one student, but we treated
78 job-seeking students.

Note that the primary purpose of this case study is to pro-
vide students with a list of company information, and we do
not aim to automatically find a company that fully matches
the student’s preferences. Our tool lists multiple companies,
which our technique extracts from 15,000 job postings; many
of the students targeted in this study could be better at this
extraction process and need help with a tool. The tools in this
study will help assist such students with job placement guid-
ance. We believe the tool that allows students to be presented
with a list of potential companies through a short interview
was useful.

3.1 Preprocessing: Extracting Workplace
Locations and Job Types

We first obtained information from the students on their
“preferences” and “things to avoid” about work location and
job type. This information was obtained through open-ended
questions; we show an example of the result in Fig. 3.

We use the morphological analyzer MeCab [11] to extract
words related to place names and occupations. Then, we con-
duct a keyword search to find a match between the company
profile text and student preferences.

To find a better match, after extracting proper nouns, such
as the region’s name, we add information on neighboring ar-
eas, considering the characteristics of the target student’s pref-
erences; especially, note that students like to get a job on
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� �
• XXX Corporation

– Tokyo, Sendai, Nagoya, Osaka, Hakata, and 40
other locations. Miyagi, Tokyo, Nagano, Aichi
(Nagoya), Osaka, and Fukuoka

– Software, Information Processing, and
Information Services. Development, sales, and
maintenance of office equipment (information
processing equipment) and systems. Listed on the
first section of the Tokyo Stock Exchange. Flex-
time system available (core hours: 11:00-15:00).
Telework system available. Clients include
government agencies, financial institutions, etc.

– Sales jobs, system engineers, customer engi-
neers, technical staff, development, and research
staff. A driving license is required for some posi-
tions.

– (The rest of this job offer contains information on
capitalization, annual sales, etc.)� �

Figure 4: Example of job opening

local orientation toward the Tokai region. For example, if
the student wishes to work in “Nagoya,” the neighboring dis-
tricts “Aichi” and “Owari” are also used as keywords for the
search. Similarly, in Fig. 3, the student has listed Hokkaido,
Okinawa, and Shikoku as their least preferred work regions.
These are not exact names of regions but rather broad re-
gional names. Most of the place names in the job openings
(typically, location of branch offices, factories, etc.) are city
names. Therefore, for the three words “Hokkaido, Okinawa,
and Shikoku,” we will also add more detailed place names
within the regions for matching, such as “Ehime, Asahikawa,
Kagawa, Takamatsu, Kochi, Sapporo, Muroran, Matsuyama,
Tokushima, Naha, Hakodate, and Kitami.”

In finding a better match on job categories, because target
students major in information technology, some search words
are added before searching. For example, when “IT” appears
in the description of desired items, the term “information” is
also used.

On the other hand, to conduct a job matching, we created
a dictionary with job information based on the information in
the job posting, as shown in Fig. 4; such a posting contains
information such as the location of the head office, the place
of work, and the text of the company profile. In the example
in Fig. 4, we underline the occurrence of words that match
the student’s desired information described above.

3.2 Calculating Two-Dimensional Trust
Values

In this study, we calculated the degree to which words from
the student’s preferences appeared in the job postings for each
work location and job type. For example, in the above case,
the evaluation values are as follows1:

1Although we give an example in English, we actually search for Japanese
keywords.

• The matching degree of location preference is 0.6; ac-
tually, 3 out of 5 words “Aichi, Tokyo, Owari, Hama-
matsu, and Nagoya” as matching candidates match the
job information; and

• The match level for job type is 0.8; 4 out of 5 pos-
sible matching words “information, sales, finance, re-
cruiting, and service” match the job information.

In this study, we used the goodness of fit as trust values con-
cerning the work location or the type of job. The trust level is
the degree to which the text of the company profile matches
the positive aspects desired by the student. The value is a real
number between 0 and 1.

On the other hand, the distrust level was determined by
whether or not the words that the students did not want ap-
peared in the company profile. This decision is based on the
fact that students tend to avoid firms whose profile contains
items the students wish to avoid. This results in a distrust
level of either 0 or 1.

In Fig. 3, the student listed Hokkaido, Okinawa, and Shikoku
as the least preferred work locations. For the case of this stu-
dent, the level of distrust regarding the work location is de-
termined by whether or not the name of one of the following
places or regions appears in the work location field of the job
opening: Ehime, Asahikawa, Okinawa, Kagawa, Takamatsu,
Kochi, Sapporo, Shikoku, Muroran, Matsuyama, Tokushima,
Naha, Hakodate, Hokkaido, or Kitami. For the firm shown
in Fig. 4, no such place name appears in the job opening.
Thus, this student’s distrust level concerning this firm is 0.2

Therefore, the two-dimensional trust value about the work-
place location of this firm is (0.6, 0).

In the above matching, we calculated the trust and distrust
levels independently. Therefore, there may exist inconsisten-
cies in the trust and distrust levels. For example, for the two-
dimensional trust value (0.6, 0) above, we can calculate the
degree of the discrepancy from a consistent trust value us-
ing Oda’s fuzzy logical approach; the degree is |(0.6 + 0) −
1| = | − 0.4| = 0.4. Also, we can calculate the observa-
tion point without inconsistency with Oda’s reverse-item av-
eraging method, and the result is (0.8, 0.2); note that the first
element of the pair is the integration value.

One can also obtain Marsh’s one-dimensional trust value
from the two-dimensional trust value, considering the obser-
vation point (0, 1) as Marsh’s score −1 and (1, 0) as score 1,
respectively. We can see the one-dimensional trust level as
the “net trust value” obtained by subtracting the distrust level
from the trust level. From the viewpoint of fuzzy logic, a one-
dimensional trust value is a trust level without the inconsis-
tency of evaluation, corresponding to the integration value3.

In the above example, the distrust level is 0, so the first ele-
ment of the pair (0.6, 0) and the corresponding one-dimensional
trust value 0.6 coincide. If the job offer includes a negative
statement regarding the location of the job, the trust value

2Note that the job offer form also states “40 other locations,” which may
include specific locations the students do not wish to work at, although it
is not specified. Only text matching was used in this study, and semantic
analysis was not conducted.

3There is a difference in that the integration value ranges from 0 to 1,
while the one-dimensional trust value ranges from −1 to 1.
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� �
• XXX Corporation (0.8, 0.6, 451)

– Tokyo, Sendai, Nagoya, Osaka, Hakata, and 40
other locations. Miyagi, Tokyo, Nagano, Aichi
(Nagoya), Osaka, and Fukuoka

– Software, Information Processing, and Informa-
tion Services. Development, sales, and mainte-
nance of office equipment (information process-
ing equipment) and systems. Listed on the first
section of the Tokyo Stock Exchange. Flextime
system available (core hours: 11:00-15:00). Tele-
work system available. Clients include govern-
ment agencies, financial institutions, etc.

– Sales jobs, system engineers, customer engineers,
technical staff, development, and research staff.
A driving license is required for some positions.

• YYY Corporation (0.6, 0.8, 2000)

– Tokyo Hamamatsu, Nagoya, and Osaka. Chiba,
Tokyo, Kanagawa, Shizuoka, Aichi, Kyoto, Os-
aka, and Hyogo.

– System design, construction, operation, mainte-
nance, various software development, etc. We
support IT infrastructure in a wide range of indus-
tries from finance, manufacturing, telecommuni-
cations, and services to space development. We
provide solutions in various phases from system
development, operation, and maintenance to in-
frastructure construction.

– System Engineer.

• ZZZ Corporation Nagoya Branch (0.6, 0.8, 1219)

– . . .� �
Figure 5: Output result (partly)

would be 1. In this case, the two-dimensional trust value is
(0.6, 1), and the Marsh trust value is negative −0.4.

Similarly, for the job type, we defined the distrust level
based on whether or not the job type the student does not
want appears in the job offer text. Since the student’s state-
ment in the previous section states that “I have no NG occu-
pations,” the value of the distrust level is 0. Therefore, the
two-dimensional trust value for the job category is (0.8, 0).

3.3 Presenting a List of Recommendable
Companies

Applying the above technique, we give trust values for work
locations and job types for each job posting’s entry. Then,
we compute one-dimensional trust values to find a match be-
tween student and company profiles. Finally, a list of 20 job
openings is presented to the student. Figure 5 shows an ex-
ample of the output; actually, they are in Japanese. The list of
the output is sorted in the order of:

1. one-dimensional trust value for job type,

2. one-dimensional trust value for work location, and

3. the number of employees of the company.

These elements are shown as a triple placed on the right-hand
side of the company name.

In this study, we implemented the recommender system on
Linux (Ubuntu 22). We used a set of job data in a CSV format
with approximately 15,000 entries, extracted keywords, and
converted them into a form Common Lisp could handle. The
conversion was conducted with a shell script, using the mor-
phological analyzer MeCab for natural language processing.
For collecting students’ preferences, we used Moodle. Stu-
dents can describe their preferences in a free-style text format,
and we extracted keywords such as work location or occupa-
tions from the text, and the resulting keywords were given to a
Lisp program. Finally, the resulting Lisp program can calcu-
late trust values and match the student’s wishes and company
profiles. We used Steel Bank Common Lisp (SBCL 2.1.11)
in this study.

Our recommender system has presented some job open-
ings that may not appropriately reflect the student’s prefer-
ences; for example, some job offers contain work locations
in foreign countries. However, the recommender system can
present a sufficiently large number of job offers, and on the
whole, the system gives a list of companies that match the
student’s preferences.

4 CONSIDERING CRITERIA FOR
DISTRUST LEVELS

In our previous work [4, 5], we determined the trust level
part of a two-dimensional trust value by accumulating posi-
tive factors. This study also collects favorable aspects of a
firm’s job openings for the trust level part of a two-dimensional
trust value; that is, we increase the trust level when keywords
that match the student’s expectations appear in the company
profile text.

On the other hand, we can see at least two types of cases in
determining the distrust level. This section discusses how to
determine the distrust level.

4.1 Case 1: Cumulative Distrust Level
The first approach is to determine the distrust level based

on the cumulative degree of unfavorable evaluations, similar
to the method used to determine the credibility level. The
following is an example in [4].

Example 1 In three countries, an opinion poll was conducted
about the approval ratings of each country’s governments. We
used the following items to answer this question: “Do you
trust your government?”

1. I have no idea;

2. Yes, I do;

3. No, I do not;

4. Sometimes yes, sometimes no.

The number of answers for each item is ac1, . . . , a
c
4 for coun-

try c; also, we have sc = ac1 + ac2 + ac3 + ac4. In this example,
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we calculate the degrees of trust tc and distrust dc of the gov-

ernment with tc =
ac2 + ac4

sc
and dc =

ac3 + ac4
sc

. A survey was
conducted with 100 residents each in the countries of X , Y ,
and Z, and the following are the results:

(aX1 , aX2 , aX3 , aX4 ) = (10, 20, 30, 40),
(aY1 , a

Y
2 , a

Y
3 , a

Y
4 ) = (50, 30, 10, 10), and

(aZ1 , a
Z
2 , a

Z
3 , a

Z
4 ) = (20, 25, 5, 50).

For each country, we can give the degrees of trust tc and dis-
trust dc as follows:

(tX , dX) = (0.6, 0.7),
(tY , dY ) = (0.4, 0.2), and
(tZ , dZ) = (0.75, 0.55).

For each country we can also calculate the one-dimensional
trust value ic and the degree of inconsistency cc

4:

(iX , cX) = (−0.1, 0.3),
(iY , cY ) = (0.2, −0.4), and
(iZ , cZ) = (0.2, 0.3).

Suppose we define the two-dimensional trust values as in
the approach of this example. In that case, the value of the
distrust level gradually increases as the number of responses
on items 3. and 4. in the questionnaire increases. In this
sense, the distrust level is cumulative and takes various values
between 0 and 1. We can see that the distrust level reaches
extremities (i.e., values around 0 or 1) when either “almost
all respondents answered with item 1. or item 2., and the
distrust level becomes around 0” or “almost all respondents
answered with item 3. or item 4., and the distrust level gets
higher and becomes around 1.” This consideration suggests
that, in general, this method of determining the distrust level
is unlikely to result in extreme values.

4.2 Case 2: Non-Cumulative Distrust Level
Another way to determine the distrust level is to rigidly set

it to 0 or 1. In our previous study [5], we used such a distrust
level in determining the authenticity of rescue requests in the
event of flooding. This case concerns the determination of the
distrust level in unusual circumstances.

During the torrential rainstorm in western Japan in 2018,
many rescue requests were posted on SNS, and detailed ad-
dress information on the posters appeared in some of those
messages. Personal addresses are typically private informa-
tion, and people regularly do not post them unnecessarily on
SNS. Posting a private address indicates that the poster was
really in imminent danger. Hence, the credibility of such a
message as a rescue request becomes high.

4In this footnote, we provide a more detailed analysis for the pairs of
(ic, cc). For country X , there is some degree of distrust of the government,
and citizens in country X are somewhat confused since the degree of con-
tradiction is positive. For country Y , the degree of trust exceeds the degree
of distrust, but the degree of contradiction is negative, which suggests that
the people have little interest in their government. For countries Y and Z,
although their integration values are the same, the degree of contradiction is
positive for country Z. Note that we can compare countries Y and Z, even
though the conventional trust model cannot since the degree of contradiction
is not addressed.

� �
• I am the person who called for rescue after the

heavy rain in Arii, Mabi-cho, Kurashiki City. I
have just been rescued safely. Thank you very
much for your concern. I will delete this tweet to
avoid confusion. Thank you for your cooperation.
#Kurashiki #Mabi-cho

• #Rescue completed #Kurashiki-shi, Mabi-cho,
Arii XXX. We have received a report that they
have been rescued safely. Sorry for your concern.
Thank you so much.� �

Figure 6: Non-rescue requests containing (nearly) complete
address information

However, in an emergency, when determining whether a
message is a genuine rescue request, it is natural that the dis-
trust level reaches maximum if there is even one suspicious
element. Note that this approach to determining the distrust
level differs from the cumulative approach used in the previ-
ous section.

Figure 6 shows some postings in the above disaster. In
these messages, words such as “thank you” or “sorry for your
concern” appear disproportionate to a rescue request. There-
fore, the distrust level is set to 1, resulting in a low one-
dimensional trust value. Such phrases typically appear in
messages that report the completion of the rescue, citing past
actual rescue requests.

For the application to job search assistance shown in this
paper, we also set the distrust level to 0 or 1, considering stu-
dents tend to avoid firms with “undesired items” because it
may affect their later life. Summarizing, we can see the fol-
lowing:

• For the case of judging rescue requests in the event of
flooding, we should employ a high distrust level to ex-
clude information that would interfere with rescue be-
cause human lives are at stake; and

• For the case of job search assistance, students want to
use a high distrust level since they wish to exclude any
job information containing undesired conditions.

From this observation, we use the distrust levels at extremities
(i.e., near 0 or 1) to vehemently reject information that is not
appropriate for related parties, as in the case of the two exam-
ples listed in this section. In other words, this type of distrust
determination method should be used when the impact of the
failure is significant for the parties concerned. A detailed ex-
amination of the validity of this approach is a future issue.

5 DISCUSSIONS
In this study, trust values were obtained and used based on

the company profiles’ location and job type information. We
have a further discussion on the application of this trust value
in this section.

Although this study mainly focuses on preferences for work
location and job type, some may question the influence of
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other priorities, such as salary and company size. Although
location and job type are not everything in job hunting, we
chose these criteria in this case study because, in our experi-
ence, the target students tend to place importance on “loca-
tion” and “job type.” In reality, students decide which com-
pany to work for by considering other information, such as
their impression of the company when they visit the company.
We believe that it is possible to calculate the degrees of trust
and distrust for other preference items.

This study independently treats the two types of prefer-
ences, i.e., work location and job type. In general, it isn’t
easy to automatically handle the interdependence of multiple
preferences, and this paper’s case study did not treat it. Con-
sider the following example, in which the conditions for the
location and job preferences are contradictory.

Example 2 Please assume that the student’s favorite place is
Nagoya, his disliked place in Hokkaido, and his favorite job is
software development. Also, please assume that the company
has its headquarters in Nagoya and a software development
center in Hokkaido.

In this study, location preference and job type preference are
treated independently. For this company, a location that the
user dislikes (Hokkaido, Japan) is included in the job post-
ing, and a high level of distrust is assigned to the site, so the
company is either excluded from the list of companies to be
presented, or presented at the end of the list. However, the
final decision based on multiple preferences is made by the
user, the student. One student may prioritize location prefer-
ence, while another may be more concerned about the type
of job. Since there may be other criteria, we believe that it
is difficult to make this decision automatically. Therefore,
this study treated the evaluation results (i.e., one-dimensional
trust values) for work location and job type independently and
presented them together.

A one-dimensional trust value based on trustworthiness alone
may not compare the trust values of job postings from two
companies, or it may result in a company that the student does
not want to remain on the list of companies. We consider the
following example.

Example 3 Assume that the student showed three favorite
places. Also, assume that a company showed just the same
three places. Another company showed ten sites, including
the three places.

In this example, since the same values are computed for the
positive part of trustworthiness, the job postings are incompa-
rable only when dealing with the positive trust levels. How-
ever, when we consider the distrust levels, the correspond-
ing one-dimensional trust of the locations of these compa-
nies may have different values. If the second firm has an
undesired location among the seven remaining sites, the one-
dimensional trust value will be lower5. Since this study treats
distrust independently, comparing two firms that do not differ
only in this evaluation of trustworthiness is possible.

5Suppose the remaining seven workplaces do not include the unwanted
workplaces. In that case, the student can either ignore the seven workplaces
as “workplaces that the student does not refuse,” or he can re-enter the un-
wanted workplaces and re-create the list again using the tool in this study.

While this study delves into the intricate realm of evalu-
ating corporate information using two-dimensional trust val-
ues, some readers may be tempted to compare these find-
ings with the more conventional method proposed by Marsh
et al. In reality, however, it is not easy to do so. Our pre-
vious study [4] showed that Marsh et al.’s one-dimensional
trust values correspond to the case where we allow a strong
restriction: “The sum of trustworthiness and distrustworthi-
ness is exactly one in a two-dimensional trust representation.”
This result means that when we make the same evaluation as
in the present experiment using 1D trust values, we should
assume that students have in their minds 1D trust values that
satisfy the condition of the definite sum; for example, the trust
value of a company’s job information is 0.76, and the distrust
value is 0.24, and these values can be correctly quantified.
However, making such an assumption is difficult, at least in
applications like the one treated in this study. In this study,
we do not assume such a sum scale but allow for ambiguity
regarding people’s level of trust in and distrust of the target.
By obtaining “trustworthiness” and “distrustworthiness” for
each of the items of work location and job type from “de-
gree of conformity with expectations” and “presence or ab-
sence of unwanted items,” respectively, it can be said that this
study approximates “the true trust value in the minds of stu-
dents” regarding corporate information. Although these ap-
proximated values do not always satisfy the conditions of the
definite sum, by calculating the integrated value, “the evalua-
tion value based on the two-dimensional trust theory is trans-
lated into the evaluation value of the one-dimensional trust
theory.” As a result, the evaluation value of the definite sum
scale, which is difficult for people to answer directly, is ob-
jectively obtained.

In addition to this, the question of whether it is appropriate
to treat students’ occupational preferences with a trust con-
cept may also arise. In this study, the observer is a student,
and the trustee is job information; note that in the trust theory,
the trustee is not necessarily a person. Following the defini-
tion of the trust concept in section 2.1, the trust value (after
being converted to a one-dimensional value) holds a pivotal
role. It corresponds to the degree to which the student believes
the job information. When the trust value is sufficiently high,
it fosters a strong belief in the students, leading to a positive
perception of the job information. When the one-dimensional
trust value is negative, the student believes some of the job
information may work against the student in the job-hunting
situation. Actually, including unacceptable information may
work against the student. Furthermore, when the evaluation
result shows an “untrusted” case, the evaluator cannot deter-
mine whether the job information is trustworthy enough to
adopt. In summary, the trust value represents “whether the
given job information is desirable to the student.” Therefore,
evaluating students’ job preferences using trust theory is ap-
propriate, and we can see that it is a good application.

6 CONCLUSION
This study treated the job-matching problem as a practical

application of the two-dimensional trust model. The defini-
tion of the two-dimensional trust value presented in our previ-
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ous study (or Section 2) described how to determine the range
of trust/distrust values and calculate the integration value, which
corresponds to Marsh et al.’s one-dimensional trust value. How-
ever, it did not specify how to determine the values of trust
and distrust levels in specific cases. Therefore, this paper has
presented the job-matching problem as a concrete example
of using these values, especially for applying distrust in an
emergency. We also have shown how to determine the dis-
trust level in the job matching problem. We assigned 0 or 1
instead of any value between 0 and 1 to reject information
that is not appropriate for the student vehemently. Further-
more, we discussed how to determine the distrust level in two
possible cases (cumulative distrust level and non-cumultive
distrust level), paying particular attention to the similarities
with the case of message classification in the event of flood-
ing. A two-dimensional trust that considers the distrust level
can be used to compare two companies that cannot be com-
pared only based on trustworthiness or to eliminate inappro-
priate information using the distrust level.

We developed a recommender system for students’ job-
finding assistance. After collecting information on job open-
ings and student preferences, we calculated the two-dimensional
trust values that represent the fitness of matching between the
student and the company. However, the two-dimensional trust
value may be inconsistent since the trust and distrust parts
are given independently. This study obtained a correspond-
ing one-dimensional trust value for a consistent evaluation;
specifically, we got the one-dimensional trust value by cal-
culating the integration value of Oda’s FCR method. Then,
we employed the resulting trust value in the recommendation
process. In this study, we also discussed determining the dis-
trust levels.

This paper uses a coarse criterion that we only use, either
0 or 1, to determine the distrust level. As indicated in this
paper, there are cases where this idea is sufficient as a crite-
rion of distrust. However, under this criterion, although it is
possible to “reject” messages containing inappropriate infor-
mation, it is difficult to “finely discount” the messages’ trust
level. Hence, introducing a finer (i.e., not too coarse) eval-
uation of distrust levels as future work is essential. A trust
concept called swift trust [12, 13] is necessary for building
cooperative relationships between victims and volunteers dur-
ing a large-scale disaster [14–16]. We believe the idea of not-
too-coarse distrust levels helps evaluate the swift trust. It is
also necessary to provide criteria for which type of distrust
we should employ in which situations. It is also an interesting
issue.
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Abstract  - Traffic accidents occur frequently on 

community roads where pedestrians and vehicles coexist, 

therefore safe and smooth autonomous driving is expected. 

Based on this situation, this paper proposes a path planning 

method for autonomous vehicles by extending the Velocity 

Obstacles algorithm (VO). VO is commonly used in mobile 

robotics. Three points were extended to apply the algorithm.

The first point was to use 2D TTC to reduce unnecessary 

avoidance. It was decided that avoidance would not be 

performed if there is room for it based on the 2D TTC 

calculation of collision time. The second point established 

motion constraints by assuming avoidance is performed with 

steady-state circular motion because vehicles have more 

motion constraints than robots. The third point was to 

change the collision detection method from circle 

approximation. Considering the size and shape of the 

vehicle, it was decided to draw tangents from the four 

corners of the vehicle to the obstacle and combine them.

Using the above algorithm, avoidance paths were generated 

and better performance than VO, DWA and risk potential 

method. 

Keywords: Autonomous Mobility, Pedestrian prediction 

1 INTRODUCTION 

1.1 Background 

In recent years, although the reduction of traffic accident 

fatalities has been decreasing, the decreasing trend of the 

number of traffic accidents on community roads has 

remained relatively low. According to data from the 

Ministry of Land, Infrastructure, Transport and Tourism, in 

2021, there were approximately 80,000 traffic accidents on 

community roads, compared to approximately 220,000 

accidents on arterial roads [1]. In terms of the reduction 

rate since 2004, arterial road accidents have decreased 

by about 70%, while community road accidents have 

decreased by about 60%. Therefore, in order to reduce 

traffic accidents on community roads as well as arterial 

roads, the realization of safe and efficient autonomous 

driving is desired. 

However, community roads have distinct characteristics 

such as the lack of white lanes, pedestrians freely walking 

along various paths, and narrow road widths, making a 

significantly different traffic environment compared to 

arterial roads. Because there are numerous problems that 

differ from previous autonomous driving environment, it 

difficult to achieve autonomous driving on community 

roads. 

1.2 Related Research

Autonomous navigation in complex environments like 

community roads has been extensively studied in the context 

of mobile robots. Various research has been conducted on 

obstacle avoidance methods for mobile robots. 

The dynamic window approach (DWA) [2] is an approach 

that generates trajectory candidates by combining 

translational and rotational velocities. It evaluates each 

generated trajectory using an evaluation function. Following 

that, the trajectory with the highest evaluation value is 

selected, and the robot follows that trajectory. One of the 

problems of this method is that it does not consider dynamic 

obstacles, which may result in insufficient avoidance of 

dynamic obstacles such as pedestrians. 

The risk potential method [3] defines repulsive potentials 

and an attractive potential to the target reaching position to 

obstacles. It generates target velocities and target paths 

based on the calculated potential gradients. One of the 

problems of this method is that the generated potential 

field is a virtual quantity without physical meaning. Due 

to the lack of physical significance, parameter 

adjustments are required, making it difficult to achieve 

proper control of the trajectory, velocity, and adaptation to 

various traffic environments. 

The freezing robot problem (FRP) have focused on 

predicting the future actions of pedestrians using Social 

LSTM [4] and avoiding areas that may obstruct pedestrians 

(Potential Freezing Zone: PFZ) [5]. However, these methods 

address only pedestrians. 

There is a VO algorithm [6] as a method to avoid various 

dynamic obstacles such as pedestrians, bicycles, and other 

vehicles. VO is a method for motion planning of a robot in a 

dynamic environment with moving obstacles. This method 

defines a "velocity obstacle" as the velocity space within 

which a robot may have potential collisions based on the 

current positions and velocities of the robot and obstacles. 

By calculating velocity obstacles for all obstacles and 

selecting a velocity that does not belong to any velocity 

obstacle, this method generates obstacle-avoiding 

trajectories. VO is considered suitable for path planning 

on community roads, as it is an effective method for 

avoiding dynamic obstacles.  

62International Journal of Informatics Society, VOL.16, NO.2 (2024) 62-72

ISSN1883-4566 © 2024 - Informatics Society and the authors. All rights reserved.



  Up to now, various extensions have been attempted in VO. 
Reciprocal Velocity Obstacles (RVO) [7] address the 
vibration problems that arise when VO robots need to avoid 
each other. Optimal Reciprocal Collision Avoidance (ORCA) 

[8] addresses the shortcomings of RVO, which only

guarantees collision avoidance under specific conditions and

does not provide a sufficient condition for general collision

avoidance. This method presents sufficient conditions for

multiple robots to avoid collisions with each other, ensuring

collision-free navigation. Adaptive Velocity Obstacles

(AVO) [9] is proposed to solve that if the robot chooses the

critical velocity of the collision cone to minimize the time

consumption, the error of the sensor will lead to the collision.

Ellipse-based Velocity Obstacles (EBVO) [10] derived the

VO for an elliptic robot, and showed that the robot could

reach the goal with a less traveled path by controlling the

rotary motion. As these extensions are not effective for path

planning on community roads where it is necessary to avoid

obstacles such as pedestrians and other vehicles, this study

attempted to apply the original VO algorithm.

1.3 Research Question

VO is suited for mixed pedestrian and vehicular 

environments on community roads, but it originally 

developed for mobile robots. Consequently, adapting VO 

directly to vehicles in mixed pedestrian and vehicular 

environments on community roads appears several problems. 

The first problem is the existence of numerous pedestrians. 

On community roads, there are often many pedestrians 

walking in various directions along narrow roadways. When 

applying VO to such situations, the velocity space may 

become entirely covered by velocity obstacle regions, leaving 

no viable velocity options. 

The second problem is related to achieving the selected 

velocity. In VO, the velocity pair 𝑣𝑥 , 𝑣𝑦  that can reach the 
goal fastest among velocities not belonging to the velocity 

obstacle region is chosen. Many mobile robots are equipped 

with differential drives or omnidirectional wheels, making it 

relatively easy to achieve the selected velocity. However, in 

case of automobiles, which mostly adopt front-wheel steering 

and have longer wheelbases, there are significant constraints 

on achievable velocities. As a result, there can be a 

significant difference between the selected velocity and the 

realized velocity, potentially leading to inappropriate 

trajectory generation.  

The third problem relates to road width. Generally, 

community roads have narrow roadways, which limits the 

freedom of path selection. On the other hand, in VO, there 

are cases where a viable velocity is not selected despite 

being capable of driving on narrow roads. One reason is 

that VO approximates both pedestrians and the ego 

vehicle with circles for collision detection. Since the shape 

of automobiles often differs significantly in terms of width 

and length, there can be a significant difference between 

the actual collision detection and the circle 

approximation. Additionally, the circular approximation 

tends to generate avoidance paths that take unnecessarily 

large avoidance distances from obstacles. As a result, on 

narrow community roads, there can be situations where  

no velocity candidates are available. 
  To address these problems, this study attempts to achieve 
autonomous driving on community roads by extending the 
capabilities of VO. The extended method is referred to as VO-

drive in this research. 

2 METHODS 

2.1 VO 

VO is a method for motion planning of a robot in a 

dynamic environment with multiple moving obstacles. In this 

algorithm, based on the current positions and velocities of the 

robot and obstacles, the velocity space of the robot that may 

lead to future collisions is defined as the "velocity obstacle." 

The positions of the robot and obstacle are presented as 𝐀 

and 𝐁, respectively, and their velocities as 𝐯𝐀  and 𝐯𝐁. The

size of the robot and obstacles are approximated by circles 

circumscribing them. Each radius is presented 𝑅𝐴  and 𝑅𝐵 , 
respectively. The circle centered at 𝐁 with a radius of 𝑅𝐴 + 
𝑅𝐵 is defined as the collision circle. In this case, the set of 
relative velocities 𝐯𝑨,𝑩  that would result in a collision 
between 𝐀 and 𝐁 forms a collision cone 𝑪𝑪𝑨,𝑩 (Fig. 1).

The collision cone 𝑪𝑪𝑨,𝑩 is a planar region bounded by two

tangents, 𝜆𝑓 and 𝜆𝑟, from 𝐀 to the collision circle. In this 
region, the relative velocity 𝐯𝑨,𝑩 between the robot and the 
obstacle would result in a collision. Thus, the region of 

relative velocities 𝐯𝑨,𝑩 that lead to a collision is determined.

Next, the region of robot velocities 𝐯𝐀that would result in

a collision is calculated. The obstacle velocity 𝐯𝐁 is added to

each velocity in the collision cone 𝑪𝑪𝑨,𝑩. This is equivalent

to translating 𝑪𝑪𝑨,𝑩 by the velocity  𝐯𝐁 (Fig. 2). If the robot

velocity 𝐯𝐀  lies within this translated collision cone, a

collision would occur. Therefore, this translated collision 

cone is referred as the "velocity obstacle."  

Figure 1 Relative distance 𝐯𝑨,𝑩 and collision cone 𝑪𝑪𝑨,𝑩
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Figure 2 velocity obstacle 

The selection of velocity for robot motion is performed as 

follows. First, an initial velocity is calculated based on a 

predetermined magnitude of velocity, assuming no obstacles. 

If the initial velocity lies outside the velocity obstacle, it is 

directly used for motion. If the initial velocity lies within the 

velocity obstacle, the velocity closest to the initial velocity on 

the outside of the velocity obstacle is selected and used for 

motion. 

2.2 VO-Drive

To adapt VO to community roads and autonomous driving, 

three extensions were made. 

2.2.1 Limitation of the Target Object

The first extension addresses the issue of handling a large 

number of pedestrians. In community roads, there may be 

many pedestrians walking in various directions along narrow 

roadways. When applying VO to such a situation, the velocity 

space is covered by the velocity obstacle region, and no 

available velocities become exist. To resolve this, a method 

can be considered to limit the pedestrians (obstacles) that 

need to be avoided using some criteria. Possible criteria 

include distance, direction, etc. In this study, a two-

Dimensional Time To Collision (2D TTC) based on the time 

margin until collision is used [11]. It is known that 2D TTC 

is related to pedestrians' sense of safety in collision avoidance 

for mobile robots. Therefore, pedestrians with a 2D TTC 

value above a certain threshold can be considered to have a 

lower risk of collision and can be excluded from collision 

detection. 

Time To Collision (TTC) is a physical indicator used in 

Autonomous Emergency Braking (AEB) systems in vehicles. 

This indicator represents the time until collision with a 

leading vehicle if the current relative velocity between the 

ego vehicle and the leading vehicle is maintained. In the 

world coordinate system, the ego vehicle's front-end position 

and velocity are presented as 𝑥𝑒 and 𝑣𝑒, respectively, while 
the leading vehicle's rear-end position and velocity are 

presented as 𝑥𝑙  and 𝑣𝑙 , respectively. In this case, the relative 
distance, 𝑑𝑥 , and relative velocity, 𝑣𝑥 , between the host 
vehicle and the leading vehicle can be calculated as 𝑥𝑙 − 𝑥𝑒
and 𝑣𝑙 − 𝑣𝑒, respectively (Fig. 3).

Figure 3 TTC outline figure 

Figure 4 2D TTC outline figure 

Therefore, the value of TTC, presented as 𝑡𝑥 , can be

expressed by the following equation (1). 

𝑡𝑥 = −
𝑑𝑥
𝑣𝑥
= −

𝑥𝑙 − 𝑥𝑒
𝑣𝑙 − 𝑣𝑒

(1) 

In this study, the 2D extension of TTC, referred to as 2D 

TTC was used. This index takes into account the positional 

relationship in a 2D space considering the vehicle's 

longitudinal direction (x-axis in the vehicle coordinate 

system) and lateral direction (y-axis in the vehicle coordinate 

system), whereas the previous TTC was calculated based on 

the positional relationship along the vehicle's longitudinal 

direction (x-axis) only. In the world coordinate system, the 

position of the ego vehicle is represented as (𝑥𝑎 , 𝑦𝑎) , the

position of the obstacle is represented as (𝑥𝑏 , 𝑦𝑏), the velocity

of the ego vehicle is presented as (𝑣𝑎𝑥 , 𝑣𝑎𝑦), the velocity of

the obstacle is presented as (𝑣𝑏𝑥 , 𝑣𝑏𝑦), the size of the ego

vehicle is presented as 𝑟𝑎 , and the size of the obstacle is

presented as 𝑟𝑏. Therefore, the relative distance is calculated

as √(𝑥𝑏 − 𝑥𝑎)
2 + (𝑦𝑏 − 𝑦𝑎)

2 , and the relative velocity is

calculated as √(𝑣𝑏𝑥 − 𝑣𝑎𝑥)
2 + (𝑣𝑏𝑦 − 𝑣𝑎𝑦)

2
 (Fig. 4).

Therefore, the value of the 2D TTC is given by the following 

equation (2). 

𝑇𝑇𝐶2𝑑 =
√(𝑥𝑏 − 𝑥𝑎)

2 + (𝑦𝑏 − 𝑦𝑎)
2 − (𝑟𝑎 + 𝑟𝑏)

√(𝑣𝑏𝑥 − 𝑣𝑎𝑥)
2 + (𝑣𝑏𝑦 − 𝑣𝑎𝑦)

2

(2) 

Pedestrians with a 2D TTC value equal to or greater than a 

certain threshold are considered not requiring avoidance and 

are therefore excluded from the velocity obstacle calculations. 
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2.2.2 Velocity Selection Based on Vehicle

Motion Constraints

The second point is addressing vehicle motion constraints. 

Unlike mobile robots, automobiles have significant motion 

constraints, so an extension was made to select velocities 

achievable by car steering. 

First, assuming the vehicle is either moving straight or 

performing a steady-state circular motion, the trajectory is 

calculated [12]. The illustration of this is shown in the figure 

below (Fig. 5). Let 𝜃 be the angle between the X-axis and the 

vehicle's longitudinal direction (yaw angle), 𝛽 be the angle 

between the vehicle's direction of travel and its longitudinal 

direction (slip angle), 𝑟 be the angle between the X-axis and 

the vehicle's direction of travel, and 𝑉  be the vehicle's 

velocity. The slip angle is determined by Equation (3), and 

the angle between the X-axis and the vehicle's direction of 

travel is given by Equation (4). 

𝛽 =

(

1 −
𝑚
2𝑙

𝑙𝑓
𝑙𝑟𝐾𝑟

𝑉2

1 −
𝑚
2𝑙2

𝑙𝑓𝐾𝑓𝑙𝑟𝐾𝑟
𝐾𝑓𝐾𝑟

𝑉2
)

𝑙𝑟
𝑙
𝛿 (3) 

𝑟 =

(

1

1 −
𝑚
2𝑙2

𝑙𝑓𝐾𝑓 − 𝑙𝑟𝐾𝑟
𝐾𝑓𝐾𝑟

𝑉2 
)

𝑉

𝑙
𝛿 (4) 

Therefore, the trajectory of the moving vehicle's center of 

gravity is considered. The positions and velocities of the 

vehicle and the obstacle in the world coordinate system are 

shown in the figure below (Fig. 6). Let (𝑥𝑒 , 𝑦𝑒) and (𝑣𝑒𝑥 , 𝑣𝑒𝑦)

represent the position and velocity of the vehicle, respectively, 

and (𝑥𝑝, 𝑦𝑝)  and (𝑣𝑝𝑥 , 𝑣𝑝𝑦)  represent the position and

velocity of the obstacle. The obstacle is assumed to move in 

a straight line at a constant speed, and its trajectory is 

predicted. 

Figure 5 Vehicle trajectory prediction 

Figure 6 Each variable in the world coordinate system 

Given the initial position (𝑋0, 𝑌0) and the initial yaw angle 𝜃0,

the position (𝑋, 𝑌) and the yaw angle 𝜃 at any given time 𝑡 
can be calculated using equations (5), (6), and (7). 

𝑋 = 𝑋0 + 𝑉∫ cos(𝛽 + 𝜃) 𝑑𝑡
𝑡

0

(5) 

𝑌 = 𝑌0 + 𝑉∫ sin(𝛽 + 𝜃) 𝑑𝑡
𝑡

0

(6) 

𝜃 = 𝜃0 +∫ 𝑟𝑑𝑡
𝑡

0

(7) 

The actual calculation process is outlined below. 

Step1 Provide steering angle for ego vehicle. 

Step2 Calculate 𝛽 and 𝑟 using the steering angle from Step1 

according to equations (3) and (4). 

Step3 Using equations (5) and (6) from Step2, calculate the 

reachable points. 

Step4 Calculate the velocity required to reach the speed in 

Step3. 

Step5 Convert the velocity in Step4 to the velocity within the 

VOmap. 

Step6 Prepare a map similar to VOmap, and substitute the 

value of the steering angle at the velocity position in 

Step5. 

Step7 Repeat Step 1 to 6. 

Here is the outline of trajectory prediction (Fig. 7). 

Figure 7 Outline of trajectory prediction 
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Figure 8 Example of trajectory prediction 

However, there is a difference when combining the VO 

method with trajectory prediction. VO assumes both the ego 

vehicle and the obstacles move in constant linear motion and 

generate avoidance paths based on the assumption that the 

current velocity will continue. On the other hand, trajectory 

prediction for constant circular motion involves nonlinear 

motion with constant translational and rotational velocities, 

making it incompatible to directly apply the VO method. 

Therefore, in this case, an attainment point based on the 

current velocity that would result in a constant circular 

motion was assumed. The line connecting the starting point 

and the attainment point was approximated. 

The generated trajectory prediction points for the ego 

vehicle are shown in the figure below (Fig. 8). 

2.2.3 Collision Detection Based on the Vehicle

Contour

The third point addresses the issue of narrow road widths. In 

the VO approach, both pedestrians and ego vehicles are 

approximated as circles for collision detection. However, this 

approximation can result in significant differences between 

the actual collision detection and the circle approximation. 

Using circular approximation often leads to unnecessarily 

large avoidance routes. 

According to the Japanese Cabinet Office, a "community 

road width" is defined as a road with a carriageway width of 

less than 5.5 meters in urban areas. If the avoidance route is 

too large, there is a risk of veering off the road or even the 

possibility of being unable to avoid the obstacle altogether. 

To achieve a compact and safe avoidance route, a collision 

detection method that takes into account the vehicle's contour 

was adopted (Fig. 9). 

By utilizing the vehicle's contour, performing VO 

calculations from the four corners of the vehicle to the 

obstacles. Figure 10 shows velocity obstacle area. The 

original VO area is shown in gray and extended method area 

shown in black. This shows that it can be observed that 

extended method results in a smaller area compared to the 

original method.  This approach allows for more precise 

collision detection and avoidance planning, taking into 

account the actual shape and size of the vehicle. 

Figure 9 Comparison between circle approximation and 

contour-based methods 

Figure 10 Caomparison of calculation methods between 

original VO and extended method 

Figure 11 Example of avoidance using circle 

approximation 

Figure 12 Example of avoidance using vehicle contour 

When actually performing circular approximation in a 

scenario simulating a community road environment, as 

shown in Fig. 11, attempting to avoid obstacles leads to 

deviating from the lane due to the constraints of the road 

width. Therefore, by performing calculations from the four 

corners of the vehicle, it becomes possible to avoid obstacles 

while staying within the lane width, as shown in Fig. 12. This 

approach ensures that the vehicle navigates safely within the 

available space and minimizes the risk of deviating off the 

road. 
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3    SIMULATION EXPERIMENT AND RESU
LTS 

3.1   Experimental Conditions

Using the VO-drive method proposed in this study, a 

simulation experiment was conducted to compare it with the 

original VO (Velocity Obstacle) method, DWA (Dynamic 

Window Approach), and the risk potential method. 

The simulation was performed using MATLAB. A time 

step of 0.1 seconds was used, and the initial value of the 

vehicle speed was set to 15 km/h. When the path generation 

method instructed a specific speed, it followed the generated 

speed by each route generation accordingly. 

About the risk potential method, only the repulsive 

potential from obstacles was defined [13]. The repulsive 

potential was calculated by the distance from the surface of 

obstacle. Here, 𝑃𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑣𝑒  shows repulsive potential energy, 
𝐾𝑟𝑒𝑝  shows repulsion coefficient, and 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑜𝑏  shows 
distance to the obstacle. The expression for the repulsive 

potential energy is given as Equation 8. 

𝑃𝑟𝑒𝑝𝑢𝑙𝑠𝑖𝑣𝑒 =∑(
𝐾𝑟𝑒𝑝

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑜𝑏
) (8) 

When TTC falls below 6 seconds, the route is generated to 

select areas with lowest potential. 

DWA (Dynamic Window Approach) requires the setting 

of three weights: goal direction weight, obstacle distance 

weight, and velocity weight. In this experiment, these weights 

were set to 0.1, 0.2, and 0.3, respectively. 

For VO-drive, the threshold for 2D TTC was set to 6 

seconds as a limitation condition for the target obstacle. Only 

obstacles with TTC values below this threshold are 

considered for avoidance. And, the attainment point was 

defined as the point reachable 0.1 seconds later. For obstacle 

behavior prediction, the walking speed of the tracked obstacle 

was calculated using a Kalman filter, and the predicted 

position was calculated based on the calculated walking 

speed [14]. 

3.2 Comparison Between VO-Drive and VO

First, a comparison was conducted between the original 

VO and the extended VO-drive to confirm the effectiveness 

of the extension. 

A comparative experiment was conducted on the limitation 

of the target obstacle. The results are shown in Fig. 13. The 

ego vehicle starts from the position (-15,0) in the world 

coordinate system and moves straight at a speed of 15 km/h. 

An experimental scenario was designed where the vehicle 

needs to avoid a stationary obstacle located at (15,0). From 

Fig. 13, it can be observed that the extended VO-drive leads 

to a delay in the timing of avoidance initiation. Conventional 

VO begins avoidance from the start point, whereas the 

extended VO-drive proceeds straight initially due to the 

absence of collision risk and begins avoidance only upon 

detecting a potential collision danger. 

Figure 13 Comparison of target obstacle limitation 

Figure 14 Comparison of vehicle motion constraints 

Figure 15 Comparison of collision detection 

Second, a comparative experiment was conducted on 

velocity selection based on vehicle motion constraints. The 

results are shown in Fig. 14. The ego vehicle starts from the 

position (-12,0) in the world coordinate system and moves 

straight at a speed of 15 km/h. Two obstacles are introduced, 

each moving diagonally at a speed of 0.5 m/s, creating a 

crossing scenario. From Fig. 14, it can be observed that the 

proposed method achieves smoother and more efficient 

avoidance, while the original VO approach exhibits sharp 

turns. 

Lastly, a comparative experiment was then conducted on 

collision detection based on the vehicle contour. The results 

are shown in Fig. 15. The ego vehicle starts from the position 

(-12,0) in the world coordinate system and moves straight at 

a speed of 15 km/h, aiming to compare whether it can 

navigate between the obstacles. From Fig. 15, it can be 

observed that the conventional circle approximation method 

fails to navigate between the obstacles and takes a 

significantly larger avoidance path, while the extension 

allows the vehicle to pass between the obstacles successfully. 
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3.3 Comparison of VO-Drive and Other

Methods

Then, a comparison was made between the proposed VO-

drive method and the original VO, DWA, and risk potential 

method. The horizontal lines shown in the figure represent the 

width of the community roads, with the width between the 

upper and lower lines being 5.5m. The experiment scenario 

was the same as described earlier, with two diagonal-crossing 

obstacles. In the figures, the distance traveled by each method 

is shown at the same elapsed time as the progress of the VO-

drive method. The elapsed time in the experiment was 23 

seconds. The results are shown in Fig. 16. From Fig. 16, it 

can be observed that the VO-drive method has traveled the 

farthest within the same elapsed time. The original VO 

method exhibits similar behavior as in Fig. 14. DWA shows 

larger avoidance routes compared to the VO-drive method. 

The risk potential method failed to avoid and came to a stop. 

The final generated trajectories are shown in Fig. 17. The 

elapsed time and maximum avoidance amount for each 

method until reaching the target point are shown in Table 1. 

It is evident that the proposed method, VO-drive, achieves the 

shortest time and maintains avoidance within the road width. 

VO achieves avoidance with some margin to the road width 

but takes longer to avoid. DWA avoids by a larger margin 

than the road width. Regarding the risk potential method, it 

failed to avoid the obstacle, resulting in a collision after 17 

seconds. 

Figure 16 Trajectories of each method at 23 seconds 

elapsed 

Figure 17 The generated trajectories in the end 

Table 1 Comparison of results for each method 

Based on the results and analysis, it can be concluded that 

a suitable avoidance method for vehicles and community 

roads can be proposed by comparing the original approach 

with the extended one. 

4 CONCLUSIONS 

By conducting a comparison of methods using simulations, 

it was possible to demonstrate the usefulness of the proposed 

VO-drive approach for autonomous driving on urban roads. 

After conducting simulations, actual experiments were 

carried out using a vehicle, and successful avoidance routes 

were performed. 

Three research problems were examined. For the first 

problem, “many pedestrians are present on community roads”, 

2D TTC was used to limit pedestrians performing avoidance 

in “limitation of the target object” of extension 1. From Fig. 

13, it was observed that this limitation delays the avoidance 

timing, suggesting that avoidance can be performed even in 

congested situations. For the second problem, the difference 

between the motion of vehicles and robots, the vehicle 

dynamics of vehicles were applied in extension 2. This 

allowed the transition from the conventional two-wheeled 

model to be restricted to the motion of vehicles. For the third 

problem, the narrow road width, calculations using the 

vehicle’s four contour instead of the conventional circular 

approximation were adopted in extension 3. As shown in Fig. 

15, using the vehicle’s contour demonstrated that it is 

possible to pass through the shortest path without large 

avoidance maneuvers. This suggests that avoidance can be 

performed even on narrow roads such as community roads. 

5 FUTURE WORKS 

Currently, the real vehicle experiments are still ongoing. In 

the future, it is plan to conduct real vehicle experiments, 

increasing the vehicle's speed and introducing moving 

obstacles to create an environment closer to real-life urban 

road conditions. In addition, by having pedestrians actually 

walk, it is aim to realize avoidance that makes them feel safe. 

Finally, the remaining problem for the practical use of the 

proposed method are discussed. In the second extension, 

vehicle motion constraints were considered. However, since 

the avoidance speed determined here was linearly 

approximated, the motion was not fully accounted for. Actual 

vehicle motion is nonlinear. Therefore, it is planned to 

address this issue by using the bicycle model and conducted 

real vehicle experiments to perform model identification. 
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APPENDIX 

When calculating the VO region, a comparison will be 

made between the conventional method of circular 

approximation and the method proposed in this paper, which 

uses the vehicle's corner points. In contrast to square robots, 

vehicles have a rectangular shape. Therefore, when 

approximating with a circle, unnecessary parts may emerge 

(refer to Fig. 9). Performing circular approximation on 

narrow roads, such as community roads, in this state may not 

provide sufficient space for obstacle avoidance, or there is a 

risk of avoiding obstacles largely. Therefore, by conducting 

an approximation from the four corners of the vehicle, it is 

believed that even large vehicles like cars can navigate 

narrow roads like community roads while avoiding obstacles. 

Vehicle corner approximation is shown in Fig. 10. 

The discussion will consider simplified shapes of "vertical 

bar" and "horizontal bar," and subsequently extend to 

rectangular shapes resembling vehicles. 

To begin, it will be examined the case where a vertical bar, 

representing a simplified shape, is moving and encountering 

an obstacle of a certain size. The length of the vertical bar in 

Fig. 18 is taken as 2 × 𝑟1, and the obstacle is approximated as

a circle with a radius of 𝑟1.

In this scenario, considering that the top and bottom two 

points of the vertical bar can move as individual points, the 

resulting VO region can be depicted as shown in Fig. 19. 

As the bar is rigid, the top and bottom endpoints cannot 

move independently. To translate this scenario into one where 

the velocity obstacle is defined with respect to the center point 

of the bar, the VO region generated from these two points is 

shifted to the center of the vertical bar. These two regions, 

VO𝑎  and VO𝑏 , become the velocity obstacle regions where

the endpoints of the bar would collide as it moves. As all 

points between the top and bottom endpoints lie within the 

bar, the combined VO𝑣  region encompassing VO𝑎  and VO𝑏
becomes the velocity obstacle region for the entire bar's 

movement. In this case, the distance from the obstacle to the 

boundary of the VO𝑣  region is 𝑟1 + 𝑟2 , where 𝑟1  represents

the radius of the vertical bar and 𝑟2 represents the radius of

the obstacle (Fig. 20). This is equal to the conventional VO 

calculation method using circular approximation. 

Next, it will be considered a similar analysis for the 

horizontal bar scenario in Fig. 21. 

In this scenario, generating the VO region from two points 

on the left and right results in the configuration shown in Fig. 

22. 

Similarly, shift the VO region generated from the two 

points on the left and right to the center of the horizontal bar. 

This is illustrated in Fig. 23. 

At this point, it becomes evident that the distance from the 

shifted VO region to the obstacle is shorter than 𝑟1 + 𝑟2. This

suggests that when approximating with a horizontal bar, the 

size of the VO region might be smaller compared to the 

conventional VO calculation method. Let's now verify how 

much smaller the size of the VO region becomes when 

compared to the traditional VO calculation method (Fig. 24). 

Figure 18 Scenario of vertical bar approximation 

Figure 19 Generation of VO region using vertical bar 

approximation 

Figure 20 Shifting the VO region to the center of the 

vertical bar approximation 

Figure 21 Scenario of horizontal bar approximation 

Figure 22 Generation of VO region using horizontal bar 

approximation 

Figure 23 Shifting the VO region to the center of the 

horizontal bar approximation 

Figure 24 Calculation 𝜽 from the right point of the 

horizontal bar approximation 
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Considering the VO region from the right point when 

approximated by a horizontal bar, as shown in Fig. 24. Here, 

the angle 𝜃 can be expressed as Equation 9. 

𝜃 = tan−1
𝑟2

𝑙 − 𝑟1
(9) 

Here, it will be examined how much the VO region generated 

from the right side of the horizontal bar increases when 

shifted to the center of the bar (Fig. 25). 

Here, when considering the difference 𝒅 between the VO 

regions before and after the shift, it can be expressed as 

Equation 10. 

𝑑 = 𝑙 ∙ tan (tan−1
𝑟2

𝑙 − 𝑟1
) − 𝑟2 (10) 

If the calculated value of  𝒅 obtained here is shorter than 

𝒓𝟏, it becomes evident that the resulting VO region will be

smaller than the conventional VO region. 

Finally, it will be considered the calculations from the 

corners of the vehicle. It will examine a scenario depicted in 

Fig. 26. 

As mentioned earlier, it has been established that the 

vertical bar approximation results consistent with the 

conventional VO method, while the horizontal bar 

approximation leads to a smaller VO region compared to the 

traditional method. Based on this, the approach is to calculate 

the velocity obstacle region in the width direction of the 

vehicle using conventional circular approximation and then 

combine this region with the velocity obstacle region in the 

length direction of the vehicle using a similar method as the 

horizontal bar approximation (Fig. 27). This way, the overall 

velocity obstacle region for the entire vehicle can be 

determined. 

For this scenario, the generated VO regions are shown in 

Fig. 28. 

Upon shifting the generated VO regions to the center of the 

horizontal bar, they transform as shown in Fig. 29. 

In this context, the modification in size due to the 

displacement of the VO regions will be examined. 

For the angle 𝜃  shown in Fig. 30, it can be expressed 

Equation 11. 

𝜃 = tan−1
𝑟1 + 𝑟2
𝑙 − 𝑟1

(11) 

Subsequently, the difference 𝑑  between the VO regions 

before and after the shift, it can be expressed as Equation 12. 

𝑑 = 𝑙 ∙ tan (tan−1
𝑟1 + 𝑟2
𝑙 − 𝑟1

) − (𝑟1 + 𝑟2) (12) 

Here, a comparison between the proposed method and the 

conventional circular approximation is conducted. As a 

method of comparison, the radius of the extended circle from 

the conventional VO calculation method and the value 𝑑 +
(𝑟1 + 𝑟2) from the current approach are contrasted. Since the

value depends on the distance 𝑙 from the center of the vehicle 

Figure 25 Calculation 𝜽 and 𝒅 from the center of the 

horizontal bar approximation 

Figure 26 Scenario of four points approximation 

Figure 27 Suggest method to generate VO region 

Figure 28 Generation of VO region from suggest method 

Figure 29 Shifting VO region to the center of the four 

points approximation 

Figure 30 Calculation 𝜽 and 𝒅 from the center of the four 

points approximation 
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to the center of the obstacle, the comparison was carried out 

by varying the value of 𝑙. The radius of the host vehicle 𝑟1 is

set to 0.75 m, and the radius of the obstacle 𝑟2 is set to 0.5 m.

For simplicity, consider the length of the vehicle as being 

twice its width. As a result, it was found that for distance less 

than 1 to 4.9 meters, the conventional circular approximation 

yields a smaller generated VO region, whereas for distance 

greater than 4.9  meters, the proposed method leads to a 

smaller VO region. 

 So far, assumptions have been made regarding vehicles 

performing only parallel movements. However, in reality, 

vehicles not only engage in parallel movements but can also 

involve rotational motion during navigation. Therefore, 

navigation in dynamic environments for robots like cars has 

been developed by David Wilkie and others [15]. The paper 

introduces the concept of generalized velocity obstacles, 

aiming to address challenges when utilizing velocity 

obstacles with kinematically constrained agents such as car-

like robots. The formulation is expressed as follows: 

𝑉𝑂(𝐴|𝐵) = {v|∃𝑡 > 0 ∷ ‖𝐴(𝑡, 𝑢) − 𝐵(𝑡)‖ < 𝑟𝐴 + 𝑟𝐵  } (13)

𝑢 = 𝑎𝑟𝑔 𝑚𝑖𝑛
𝑢′∉∪𝐵𝑖𝑉𝑂(𝐴|𝐵𝑖)

‖𝑢∗ − 𝑢′‖ (14)

However, because analytical solutions were not feasible, 

experiments were conducted through simulations. 

Specifically, additional simulations were conducted to 

examine the differences in trajectories when the vehicle 

performs circular evasion around obstacles. In this scenario, 

the vehicle travels straight from the Start point to the Target 

point at a speed of 15 km/h, avoiding obstacles. The size of 

the vehicle in VO-drive simulations was set at a width of 1.5m 

and a length of 2.13m, and experiments were performed with 

a radius of 1.357m during VO scenarios. The experiments 

started with a distance of 25m between the vehicle and the 

obstacle. For the simulation comparison of differences due to 

vehicle approximation, 2D TTC was set to 6 seconds for both 

VO-drive and VO, and self-vehicle trajectory prediction was 

applied to both. Figure 31 shows the results of the simulation. 

The upper and lower lines in Fig. 31 represent the road width, 

set at 5.5m to simulate a community road. As evident from 

the figure, the proposed method can avoid obstacles while 

staying within the vehicle width. In contrast, with the 

conventional circular approximation, it is clear that avoiding 

within the vehicle width is not achieved. Consequently, it can 

be inferred that the proposed method performs better in 

narrow road scenarios when following a straight trajectory. 

VO-drive, in contrast to the conventional VO, differs in 

computational complexity. While the conventional method 

performs VO calculations from the center of the vehicle, the 

proposed method calculates VO from the four corners of the 

vehicle. As a result, the computational complexity of the 

proposed method is expected to be four times higher than that 

of the conventional method. 

Figure 31 Differences in trajectory by vehicle 

approximation 

It should be noted that the proposed method mentioned 

above only accounts for parallel displacement. Future work 

needs to include considerations for rotational movement as 

well. 
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Abstract - Due to the growing interest in the Internet of 

Things (IoT) in recent years, platforms for efficiently 

exchanging IoT data generated by IoT devices such as 

sensors and actuators among IoT users are being discussed 

in various areas. In this platform, the interworking among 

nodal points, which IoT devices and IoT users connect to, is 

essential to support wide-area and large-scale IoT systems. 

In addition, it is desirable to share IoT data generated by IoT 

devices among multiple IoT devices and IoT users in case of 

notification of alarms, command control to multiple devices, 

and so on. In address to the above requirements, this paper 

proposes an implementation method of point-to-multipoint 

communication to efficiently exchange IoT data among 

users. The proposed method is characterized by the 

coordination with multicast control at the application level 

in order to accommodate various quality of services with 

IoT data while utilizing Data Distribution Service (DDS). 

By comparison with the method of using only DDS, it is 

confirmed that the proposed method reduces the traffic 

volumes among nodal points and that the transmission 

latency is suppressed even in an environment where there is 

a path to a specific node with degraded communication 

characteristics. 

Keywords: Internet of Things, Data Distribution Service, 

point-to-multipoint communication, IoT Data Exchange. 

1 INTRODUCTION 

In recent years, there has been growing interest in the 

Internet of Things (IoT) technology, in which all things are 

connected to a network. With the expansion and 

development of IoT-based services and businesses, the 

number of connected IoT devices is increasing year by year, 

and IoT devices are expected to exceed 29 billion by 

2024[1]. For the increasing number of IoT devices such as 

sensors and actuators connected to IoT systems, there are 

many efforts towards developing IoT systems and proposals 

to efficiently exchange IoT data under wide-area and large-

scale IoT networks. For example, there are proposals for 

monitoring urban transportation systems [2] and research on 

efficient data collection systems from sensors [3].  

In addition, platforms for efficiently sharing data 

generated by IoT devices (IoT data) among users (IoT users) 

are also discussed in various places to cope with the 

growing scale of IoT systems and the increasing number of 

IoT devices. For example, there is research on providing 

power-saving IoT services by applying mobile edge 

computing technology to unmanned aerial vehicles equipped 

with IoT devices [4]. The IoT data exchange platform (IoT 

DEP) [5] is another research effort to provide an efficient 

platform and has been standardized in ISO/IEC 30161 series. 

In the IoT DEP, IoT end devices, that is, IoT devices and 

IoT users (servers), access the platform using information 

centric network (ICN) technologies in order to benefit from 

high-efficiency communication services. And 

interoperability among gateways, called nodal points, that 

accommodate the IoT devices and IoT users is discussed 

toward the provision of services over wide areas. 

Furthermore, in contrast to IoT for consumer fields, 

applications of IoT in industrial fields have been actively 

discussed in recent years [6]-[9]. That is, IoT in the 

industrial fields has strict requirements for reliability and 

low latency for data, and further research is needed beyond 

the investigations in IoT for the consumer fields. Also, the 

short-cycle cyclic communication is a key feature of the 

industrial applications. 

This paper is considering a wide-area and large-scale IoT 

system for efficient exchanging IoT data among IoT devices 

and IoT users based on the architecture of the IoT DEP (Fig. 

1). That is, our targeted IoT system consists of IoT access 

networks and an IoT core network. Furthermore, it aims to 

provide data sharing in point-to-multipoint based 

communication, such as notification of alarms perceived by 

IoT devices and command control to multiple devices by 

IoT users.   

Server

IoT device

Server Server

IoT core network

(DDS Network)

Subscribe

Publish

Subscribe Subscribe

Publish

Gateway device, called Nodal point,

including MQTT broker and DDS functions

IoT devise IoT user, called Server

IoT access network

IoT access network

Figure 1: Example of IoT systems. 
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In the above targeted IoT system, this paper discusses to 

provide IoT services with various service requirements in 

terms of point-to-multipoint communications, considering 

the reliability and low latency data sharing required in the 

industrial fields. That is, when Data Distribution Service 

(DDS) is applied to the interconnection among the nodal 

points on the IoT core network, overheads of control packet 

by DDS increases, only if the reliable mode provided by 

DDS is only utilized to achieve interworking among nodal 

points. On the other hand, interworking based on the best-

effort mode provided by DDS is difficult to provide the 

required service level in the exchange of IoT data with 

reliability and/or low latency requirements. Therefore, this 

paper proposes an implementation method which is 

characterized by the coordination with multicast control at 

the application level in order to accommodate various 

quality of services with IoT data while utilizing DDS. It also 

evaluates the effectiveness of the proposed method. 

The remainder of the paper is organized as follows: 

Section 2 explains the targeted IoT system in the paper. In 

section 3, related works related to the paper are presented. 

And, section 4 proposes the implementation method of 

point-to-multipoint communication at the application level, 

section 5 describes the results of evaluation. Finally, section 

6 concludes the work. 

2 TARGETD IOT SYSTEM AND ISSUES 

In this section, the IoT system that is the research target of 

this paper is described and DDS applied in the IoT system is 

explained. It also describes its challenges. 

2.1 Targeted IoT System 

Figure 1 shows the targeted IoT system. The targeted IoT 

system consists of IoT access networks and an IoT core 

network, called DDS network. The IoT access network is an 

access network to accommodate IoT devices and IoT users, 

and is connected to the IoT core network via a gateway 

device called a nodal point. In the IoT access network, 

Message Queuing Telemetry Transport (MQTT) [10][11] is 

deployed as a communication protocol for 

transmitting/receiving IoT data to/from IoT devices and IoT 

users. MQTT is a candidate communication protocol for IoT 

systems. Interworking among multiple MQTT brokers, i.e., 

nodal points, are coordinated in the IoT core network by 

DDS [12]. That is, the IoT core network is a network for 

development of a wide-are IoT system, and multiple MQTT 

broker, which are implemented on nodal points, are 

interconnected with each other. The interworking among 

nodal points is deployed by DDS. DDS is a 

publish/subscribe communication protocol that supports 

various communication characteristics and is applied in 

industrial fields where reliability is required.  

IoT data generated by an IoT device is published to a 

nodal point, which is an MQTT broker. The published IoT 

data is shared among multiple MQTT brokers because it is 

utilized by multiple IoT users. In other words, IoT data is 

forwarded by multicast manner from the nodal point, which 

the IoT device connects to, to multiple nodal points. IoT 

data generated by the IoT device require various QoS 

requirements, such as best effort, reliable, and low latency. 

2.2 Data Distribution Service (DDS) 

Data Distribution Service (DDS) is data-centric 

publication and subscription middleware for highly dynamic 

distributed systems, standardized by OMG (Object 

Management Group). Data is published to a DDS domain, 

and subscribers subscribe to share data from that domain 

without knowing the state of a source node or structure of 

the information, as shown in (a) of Fig. 2. DDS offers a 

wide range of Quality of Services (QoS) parameters such as 

durability, lifetime, presentation, reliability, and delivery 

time. According to the OMG website, DDS is one of many 

protocols used in industrial fields such as railway networks, 

air traffic control, smart energy, medical services, military, 

and aerospace, and industrial automation. 

In a similar way to MQTT, DDS is topic-based 

publish/subscribe communication, and has in common that 

the quality control function called QoS can be used to set the 

guaranteed delivery level and that is implemented by 

middleware. One difference is that MQTT operates over 

TCP/IP, while DDS operates over UDP/IP. Another 

difference in design is that MQTT requires a Broker, 

whereas DDS does not require a Broker and allows direct 

communication between Publishers and Subscribers ((b) of 

Fig. 2). DDS also provides real-time, many-to-many 

managed connections. 

As shown in Fig. 3, the DDS consists of “Real-Time 

Publish/ Subscribe”, “Minimum Profile” “Durability”, 

“Ownership”, and Content Subscription”. And the DDS is 

implemented as an upper layer protocol of UDP/IP, and 

supports various Quality of Services (QoS) for applications 

that exchange IoT data through the DDS. A software 

compliant with the DDS provides application interfaces for 

transmission and receive of data, such as “DataWriter” and 

“DataReader” functions. That is, The DataWriter is the 

application interface and provides a function to transmit data 

to other nodes. The DataReader is the application interface 

and provides a function to receive data from other nodes. In 

the following, the message sequence in providing reliable 

data exchange is described with reference to Fig. 4. The 

DataWriter transmits HEARTBEAT packets to support 

reliable data exchange. That is, The DataWriter transmits a 

HEARTBEAT to the destination as a packet to confirm the 

reachability of data with reliable requirements. The 

DataReader that receives the HEARTBEAT responds with 

the sequence numbers of the packets it received before 

receiving the HEARTBEAT. The sender, the DataWriter, 

confirms that the packet has reached the destination by 

receiving the response to the HEARTBEAT. 
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Figure 2: Comparison of DDS and MQTT communications. 
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Figure 3: Protocol stack of DDS. 
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Figure 4: Message sequence of DDS Reliability mode. 

2.3 Issues 

There are several challenges in developing the targeted 

IoT systems. In this subsection, several issues related to 

traffic increase, service level degradation, and information 

sharing among multiple devices are described. Firstly, the 

traffic volume forwarded among the nodal points increases 

as the number of connected IoT devices increases. Secondly, 

due to the coexistence of IoT data with best-effort 

requirements on forwarding in the IoT system, there is a 

degradation of the service level for IoT data with reliable 

and/or low latency requirements. Lastly, for IoT data that is 

expected to be shared among multiple IoT devices and IoT 

users, there is an efficient transfer mechanism to transfer 

IoT data from a nodal point to other nodal points. 

Connections between nodal points consist of communication 

paths with various communication characteristics, and it is 

necessary to consider the transfer of IoT data to nodal points 

connected via communication paths with large packet loss 

and large latency. In other words, in point-to-multipoint 

communication of IoT data, which requires reliability and 

low latency, the existing point-to-multipoint communication 

causes transfer delays due to waiting for arrival 

confirmation in the worst case, leading to a degradation of 

the service level. In addition, there is the issue of 

competition between IoT data requiring low latency and 

best-effort IoT data at the nodal point. 

When DDS is applied in communication among the nodal 

points, communication services among nodal points depends 

on DDS functionality. That is, reliability support on DDS is 

ensured by acknowledgement control from the destination 

nodes. And, in reliable point-to-multipoint communication 

on DDS, transmitting of a packet is completed after 

confirmation of acknowledgements from all destination 

nodes. Therefore, if there is a nodal point connected via a 

communication path with large packet loss rate or large 

latency, point-to-multipoint communication is influenced 

from the path with large packet loss or large latency. It is 

necessary to consider a method for ensuring communication 

methods that does not depend on the DDS functionality and 

bad communication paths. Based on the above, this paper 

proposes a multicast control method that considers 

coordination with DDS by upper-level applications to 

achieve efficient data communication between DDS 

functions and IoT data. 

3 RELATED WORKS 

This section describes the research works related to efforts 

using MQTT and DDS, and multicast control at the 

application level. 

 In [13], several MQTT protocols including the open 

source “Mosquitto” are evaluated in terms of resource 

consumption and latency, and the results are shown. In [14], 

the authors proposed a communication scheme for IoT 

devices and built a platform for evaluating the system. 

Evaluations were conducted on a data-by-data basis, 

showing that the system is efficient in distributing data over 

a network. In [15], performance evaluation and comparison 

of communication protocols for IoT such as MQTT and 

DDS are conducted, and its evaluation shows that MQTT 

significantly reduces round trip time (RTT) for servers and 

DDS has high performance in protocol implementation. In 

[16], data transfer using DDS is implemented, showing that 

it provides low latency and high throughput, and is an 

effective communication protocol for communication 

systems such as those in smart cities. 

Regarding the realization of IoT systems using MQTT to 

deploy large-scale systems, research is being conducted to 
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evaluate the performance and to propose methods of 

cooperation with multiple brokers. For example, MQTT 

systems with multiple brokers have been investigated in 

many studies [17]-[20]. In [17], MQTT with a spanning tree 

of brokers on the network (MQTT-ST) is proposed for 

building a distributed network with multiple MQTT brokers. 

MQTT-ST enables the data collection from a wide area. 

However, MQTT-ST has issues such as traffic overhead due 

to the need for periodic information exchange with the 

broker. 

In [18], a scalable and low-cost MQTT broker clustering 

system is proposed to handle many IoT devices. In this 

clustering system, MQTT clients and multiple MQTT 

brokers are connected by a load balancer to distribute 

network traffic to the MQTT brokers. Therefore, compared 

to a single broker, the load on each broker is reduced and the 

throughput of the entire clustering system is increased, 

thereby reducing the CPU utilization of each broker. 

In [19], MQTT brokers are placed at each network edge to 

handle data with the characteristic of “edge heavy,” where 

objects at the network edge of an IoT system generate a 

large amount of data. To coordinate these multiple MQTT 

brokers, they propose a new mechanism called the ILDM 

(Interworking Layer of Distributed MQTT brokers). An 

ILDM node placed between a broker and a client not only 

relays MQTT clients and brokers as a proxy but also 

connects to other ILDM nodes to coordinate multiple 

brokers. Similarly, [20] proposes, implements, and evaluates 

countermeasures for interworking among MQTT brokers 

located at the edges of the network. 

As shown in [18]- [20], the deployment of systems with 

multiple brokers is considered in many places for building 

large-scale systems. However, there are few studies that 

consider QoS for data shared among MQTT brokers. 

Therefore, this study considers the deployment of DDS, a 

publish/subscribe communication protocol that allows the 

provision of various services including QoS functions and 

does not require an intermediate node, for interworking 

among MQTT brokers. 

Next, multicast control at the application level is proposed 

to improve resource consumption, such as throughput, in the 

target network to address the issues introduced by 

conventional communication protocols. For example, 

latency recovery and fault recovery characteristics have 

been achieved by drastically reducing control traffic in the 

bandwidth of stagnation [21]. In [22], a protocol for 

multicasting at the low-bandwidth application layer is 

proposed to reduce overhead. Simulation evaluations of the 

protocols implemented in applications show that the 

proposed protocols can significantly reduce control traffic. 

In [23], an algorithm is proposed and evaluated to improve 

end-to-end throughput at the application level. The 

evaluation results show that the proposed protocol can 

significantly improve the throughput. 

4 PROPOSAL 

In this section, a proposed method for efficient IoT data 

exchange among DDS nodes in the targeted IoT system is 

described.  

The proposed method does not depend on the QoS 

functions provided by DDS, but implements transmission 

control functions at the application layer level to provide 

reliable point-to-multipoint communication with low latency. 

Although IoT technologies are expected to be applied in 

various use cases, the QoS functions provided by DDS alone 

are not sufficient to satisfy a service level required in each 

use case. Especially in industrial fields, there are demands 

for short-period cyclic communication and/or low-latency 

information sharing, which are difficult to be satisfied only 

by the QoS functions provided by DDS. For example, in [6], 

the requirements of two type of industrial applications, 

process automation and factory automation, are described. It 

shows that requirement for cycle time in a process 

automation application is 100ms. And in [8], the reliability 

requirements for process automation applications vary from 

10−3 to 10-4 packet loss rate (PLR), while the latency 

requirements vary from 50 to 100 ms. There is also a 

scenario in which information generated by a node is shared 

and distributed to multiple nodes, such as in emergency 

notification and command control for multiple nodes in an 

IoT system. Therefore, the provision of low latency and 

highly reliable communication in point-to-multipoint 

communication is also a significant challenge. 

In order to flexibly support the required communication 

characteristics for a variety of use cases, this paper proposes 

an implementation method that implements a transmission 

control function that achieves communication control 

corresponding to the required communication characteristics 

at the upper application layer of the DDS, while using a 

best-effort type communication mode for DDS due to its 

low processing. Figure 5 shows the functional architecture 

on a nodal point, which is a DDS node. Here, the nodal 

points are the gateways where IoT devices and IoT users 

connect to, and Fig. 5 illustrates the flow of IoT data when 

IoT data from IoT devices and IoT users are transferred to 

the IoT core network side, as arrowed. And, in Fig. 5, IoT 

data from IoT devices and IoT users are shown as blue lines, 

and IoT data to the IoT core network side are shown as red 

lines. The arrows before and after the forwarding application 

change color because the forwarding application determines 

the destination of the IoT data. That is, IoT data transmitted 

by IoT devices and IoT-users via MQTT are notified to the 

forwarding application in the nodal point via the broker 

function in the nodal point. The forwarding application 

receiving the IoT data forwards the received IoT data 

(message) to the transmission control function, which 

forwards it to other nodal points via the API provided by the 

DDS. This application, that is, the transmission control 

function, implements a transmission control corresponding 

to the required communication characteristics according to a 

use case. This paper then implements the transmission 

control function for the provision of reliable point-to-

multipoint type communication and evaluates its 

effectiveness. 

Figure 6 shows an example of the processing sequence for 

reliable and low latency transmission to multiple 

destinations in the transmission control function on the 

nodal point when forwarding IoT data from the IoT device 

to other nodal points. IoT data from the IoT device are 
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received on the transmission control function via the MQTT 

broker and the forwarding application. And the transmission 

control function forwards received IoT data to other nodal 

points via DDS protocol by using DDS’s API. The 

communication in DDS is assumed to be a best-effort type 

service in order to implement QoS control at the application 

level. 

The following describes the operation of the transmission 

control function. First, the QoS level required by the 

received IoT data is verified. If the required QoS level is a 

best-effort service, the received IoT data is forwarded using 

DDS's API. For IoT data that requires reliability and low 

latency, the IoT data is copied to the queue corresponding to 

the destination of the IoT data, and is transferred from each 

queue in turn. If IoT data remains in the queue, the lifetime 

of the queued IoT data is confirmed and IoT data that exists 

exceeding its lifetime is discarded from the queue, and the 

latest IoT data is queued. When the lifetime of the queued 

IoT data has not expired, the latest IoT data is queued after 

the IoT data above. The queued IoT data is discarded when 

a response is received from the destination. 

This enables reliable and low-latency transfer of IoT data 

to other destinations even when there is a delay or loss in the 

exchange of IoT data due to a communication path failure 

with the destination. 

DDS node (Nodal point)

MQTT broker 

function

OS

DDS

Forwarding 

application

Transmission 

control function

API

Figure 5: Functional architecture on a DDS node. 

Best-effort services

Transmission request of IoT data

Extracting destination nodes

-> Store destination nodes in d[i]

(number of destination: N)

Required QoS

Reliability and low latency

Copy received IoT data to the queue for d[i]

Queue for d[i]

Only received IoT data

Queuing

some data

Lifetime of
the first data

Expired

Discard the first data

Transmit IoT data by DDS’ API

for i=0 to N

End

Not expired

Yes
No

Figure 6: Example of a processing sequence for the 

transmission control function. 

5 EVALUATION 

To verify the effectiveness of the proposed method, 

especially the transmission control function, an experimental 

network with multiple DDS nodes which is located on nodal 

points is constructed (Fig. 7). That is, for evaluation, we 

have developed the experimental environment shown in Fig. 

7. In the experimental environment, a Raspberry Pi 4 is used

as each DDS node, and the DDS software released by RTI is

implemented on the DDS nodes. And the traffic volume

between DDS nodes, that is traffic volume on the IoT core

network and transmission latency to other nodes are

evaluated. In order to emphasize the evaluation of the

transmission function, the experimental network consists

only of DDS nodes, without IoT devices and IoT-users. In

the experimental network, we evaluate the traffic volume

when transferring IoT data via the proposed method and via

DDS reliability service, called “using only DDS”. The

traffic volume according to the generation probability of IoT

data with reliable and/or low latency requirements are

compared with. And, the paper clarifies the effects on

transmission latency which is measured from stating of

transmission of an IoT data on the publisher side to

receiving time of the IoT data on the subscriber sides, to

estimate the effect of the degradation of communication

characteristics at a specific destination in point-to-multipoint

communication on the DDS protocol.

In evaluation of traffic volume on the IoT core network, 

Node#1 transmits IoT data to other DDS nodes at 1 

packet/second in 1000 seconds. And the data transmitted 

and received on Node#1 are counted. Ratio of IoT data with 

reliable and/or low latency requirements varied from 10% to 

0.5 % (Table 1). It is noted that packet loss of IoT data is 

generated at uniformly random at a transmission point. 

Figure 8 shows the traffic volume when IoT data is 

transmitted by using the proposed method and by DDS 

reliability service, called “using only DDS”. In Fig. 8, the 

number of receiving DDS nodes varies from 1 to 5, and ratio 

of number of IoT data with reliable and/or low latency 

requirements is configured to be 10%. When “Using only 

DDS” is applied, the overall traffic volume increased 

because the traffic of acknowledgment control for 

confirmation to guarantee the reliability is required for 

transmitting all IoT data. In the proposed method, the traffic 

volume is suppressed because acknowledgement is 

performed at the application level only for IoT data with 

reliable and/or low latency requirements. 

Figure 9 shows the traffic volume depending on the ratio 

of IoT data with reliable and/or low latency requirements. 

The number of receiving DDS nodes is configured to be 5 

nodes. Ratio of IoT data with reliable and/or low latency 

requirements varies from 0.5 to 10 %. The traffic volume of 

the proposed method increases, as the ratio of IoT data with 

reliable and/or low latency requirements increases. Because 

in the proposed method, IoT data with reliable and/or low 

latency requirements require only acknowledgement 

message. On the other hand, when “using only DDS” is 

applied, the traffic volume remains constant regardless of 

the ratio of IoT data with reliable and/or low latency 
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requirements because reliability service in DDS always 

checks for transmission acknowledgement. 

Next, to evaluate the effect of communication 

characteristics on the communication path to a specific node, 

the transmission latency depending on the communication 

characteristics, such as packet loss ratio, are evaluated.  The 

transmission latency, which is shown in Fig. 12, is defined 

as the period between the time when a transmission request 

is issued by the sending node (DDS Node#1 in Fig. 12) and 

the time when an acknowledgement is received from the 

receiving nodes (DDS Node#2 to #4 in Fig. 12). It is noted 

that, in Fig. 12, an case in which an packet loss occurs when 

transmitting a message to Node #4 is illustrated in order to 

show the effect on transmission latency when packet loss 

occurs. Figure 10 and Figure 11 show the transmission 

latency depending on the communication characteristics 

(packet loss ratio in the communication path) for the cases 1 

and 2 of “2.Transmission latency due to communication 

characteristics” shown in Table 1. Figure 10 shows the 

variation of the transmission latency without packet loss in 

the communication path, i.e., Case 1 of “2.Transmission 

latency due to communication characteristics” in Table 1.  

In a stable communication path, the proposed method is not 

significantly different from the case with using only DDS, 

even though messages are forwarded to multiple 

destinations at the application level (Fig. 10). It is assumed 

that there is a slight delay in DDS due to the 

"HEARTBEAT" message used to confirm the response. 

On the other hand, Fig.11 shows the variation of the 

transmission latency when packet loss in the communication 

path to a specific node is observed, i.e., Case 2 of 

“2.Transmission latency due to communication 

characteristics” in Table 1. In this figure, IoT data is notified 

every 50 ms, and the timeout period for the response from 

the destination node is 50 ms. In Fig. 11, the blue dot when 

the sequence number of IoT data is 6 indicates the 

transmission latency between #1 and #2 on the proposed 

method due to the timeout for the response. The latency is 

significantly larger than 50msec. However, the latency of 

the next IoT data, i.e., IoT data with the sequence number of 

7, is less than 10 ms, which indicates no effect of the 

timeout for the IoT data with Sequence number 6. On the 

other hand, the X dot, when the sequence number of IoT 

data is 11, indicates the transmission latency between #1 and 

#2 on the using only DDS due to the timeout for the 

response. In the case of using only DDS, the latency of the 

next IoT data with the sequence number of 12 is also 

affected due to the timeout of the IoT data with the sequence 

number of 11, which is about 20ms. So, from this figure, it 

is confirmed that the forwarding in DDS is affected by 

packet loss in forwarding next IoT data to all destinations. In 

contrast, since the proposed implementation method 

implements destination-based retransmission control at the 

application level, it is possible to confirm that the impact of 

packet loss is limited to a specific node. 

Finally, in order to verify the results of Fig. 8, Fig. 9 and 

Fig. 11, it clarifies to behavior of message sequences on 

point-to-multipoint communication under DDS reliability 

mode. Figure 13 shows the captured message sequences of 

point-to-multipoint communication from Node#1 (IP 

address: 192.168.1.1) to Node#2 (IP address: 192.168.1.2) 

and Node#3 (IP address: 192.168.1.3).  It is noted that queue 

size is configured to be 1 assuming a latency critical 

application. In Fig. 13, due to the loss of acknowledgements 

from Node#2, the message requesting an acknowledgement 

from Node#1, described as “HEARTBEAT” in Fig. 13, 

continues to be retransmitted. Figure 14 shows the 

acknowledgement retransmission sequence in point-to-

multipoint communications on DDS reliable mode. In this 

case, since data queue size for retransmission is configure to 

be 1, the data queue is filled with data to be transmitted to 

Node#2 and Node#3 by multicast manner due to the packet 

loss of acknowledgement from Node#2. And the queueing 

of the next data is blocked. That is, in communications that 

require an acknowledgement to provide reliability, the delay 

or loss of response from the specific destination nodes 

affects the transmission of subsequent packets. This 

influences the provision of service levels for data with low 

latency requirements when conflicting with data with 

various quality requirements. 

As described above, the effectiveness of the 

implementation method for a multicast control coordination 

scheme in conjunction with DDS has been confirmed 

through experiments using the experimental environment 

shown in Fig. 7. In other words, we have evaluated the 

effectiveness of implementing the reliable control function 

as a proprietary application for services that require specific 

reliable and low latency services, as opposed to a general-

purpose DDS that supports a wide quality of services. It is 

noted that there are concerns that implementing a 

proprietary application outside of the general-purpose DDS 

imposes an increased processing load and increased latency. 

However, Fig. 10 shows that the implementation of the 

reliable control function in a proprietary application does 

not cause significant processing delays, since the DDS also 

operates in user space, and latency with the reliable control 

function is reduced due to the simplification of processing in 

the DDS. On the other hand, since the implementation of 

reliable control as a proprietary application is service-

specific, there are challenges of adaptability to devices in 

which a variety of services are required, optimization, and 

so on. 

DDS

Node #1 L2 switch Node #4

Node #3

DDS Node

Publisher

DDS Node

Subscriber

Node #2

Node #5

Node #6

Figure 7: Experimental network for evaluation. 
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Figure 9: Traffic volume according to ratio of IoT data with 

reliability and low latency. 

Table 1: Evaluation Patterns and Parameters 

1. Traffic volume on the IoT core network

Case 1 Number of sending nodes 1 (node) 

Number of receiving nodes 1 to 5 (nodes) 

Ratio of IoT data with reliable 

and/or low latency requirements 

10 (%) 

Case 2 Number of sending nodes 1 (node) 

Number of receiving nodes 5 (nodes) 

Ratio of IoT data with reliable 

and/or low latency requirements 

0.5 to 10 (%) 

2. Transmission latency due to communication characteristics

Case 1 Number of sending nodes 1 (node) 

Number of receiving nodes 1 to 5 (nodes) 

Communication Characteristics 

(Packet loss ratio) 

0.0 (%) 

Case 2 Number of sending nodes 1 (node) 

Number of receiving nodes 1 to 5 (nodes) 

Communication Characteristics 

(Packet loss ratio) 

0.0 to 1.0 (%) 
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Figure 10: Transmission latency on the proposed method 

according to number of receiving nodes. 
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Figure 11: Transmission latency on the proposed method 

due to packet loss in the communication path to a specific 

node. 

Node #3 Node #4Node #1 Node #2

Transmission 
Request

Packet loss

Latency t2

Latency t3

Latency t4

Timeout
Re-transmit message to Node #4

Acknowledgement

Acknowledgement

Transmit message to Node #2 - #4

Figure 12: Definition of transmission latency. 

192.168.1.1: IP address of Node #1

192.168.1.2: IP address of Node #2

192.168.1.3: IP address of Node #3

Figure 13: Packet sequence on DDS reliability mode. 
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IP address:192.168.1.3

DATA(1, A)

Ack(1)

DataReader

IP address:192.168.1.1 IP address：192.168.1.2

AppAppApp

No Data check

1 A X

No Data check

1 A ✓

Ack(1)

No Data check

1 A X

DataWriter

write()

write()

DataReader

DATA (1, A)

No Data check

1 A ✓

check(1)

：HEARTBEAT

Block check(1)

Figure 14: Acknowledgment retransmission sequence in 

point-to-multipoint communication. 

6 CONCLUSION 

In this paper, we propose the implementation method for a 

multicast control coordination scheme in conjunction with 

DDS as an efficient method of transferring IoT data in IoT 

systems. We also compared with the data transfer capability 

of the proposed method and the data transfer using only the 

DDS function. As results of the evaluation, we confirmed 

that the proposed method is effective in reducing the traffic 

volume compared to the communication method using only 

the DDS function. In addition, we verified the operation in 

point-to-multipoint in DDS reliability mode. We confirmed 

that in DDS reliability mode, retransmission for 

acknowledgement affects transmission of subsequent 

packets. 

In an actual IoT system, various communication 

characteristics such as packet loss and latency on the 

communication paths between nodal points are assumed. 

Therefore, it is necessary to further evaluate the proposed 

method by considering the communication characteristics of 

each path in the target IoT system, such as packet loss rate 

and latency. 
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Abstract - Some people experience accidents or near misses
while riding because they did not conduct bicycle inspections
before riding．There is a need to promote riders to conduct
bicycle inspections to reduce the number of people who ex-
perience this．In this study，we focus on air pressure inspec-
tion and propose a method for estimating bicycle air pressure
decrease based on vibration sensing using smartphone．The
acceleration in the direction perpendicular to the ground is ac-
quired with a smartphone，and the standard deviation and the
amplitude spectrum of each frequency are used as features to
estimate the air pressure decrease using random forests and
other methods．Evaluation experiments were conducted to
classify whether the best timing for tire inflation，to estimate
the air pressure value and classify it based on that value，and
to evaluate whether the training data from other locations and
bicycles can be diverted．The results of the evaluation ex-
periments showed that 96.1% correctly classified when tire
inflation was needed，but it was difficult to divert the training
data．We developed an application that promotes air pressure
inspection using the proposed method．

Keywords: Smartphone，Sensor signal processing，Bicy-
cle，Air pressure

1 INTRODUCTION

There is a need to promote bicycle inspections because only
a few people who ride a bicycle do so every time．Accord-
ing to a survey conducted by au Insurance, 86.9% of bicycle
riders do not conduct any or few necessary inspections before
riding(whether the brakes work，whether the tires are inflated
sufficiently，the position，color，and angle of reflective ma-
terials，whether they are dirty，whether the handlebars and
saddle are not wobbly，whether the chain is loose or rusty，
whether the bell and buzzer ring，whether the lights come
on) [1]．89.3% of bicycle riders do not conduct annual bicy-
cle inspections at a bicycle store．According to Bicycle As-
sociation，it is recommended that you conduct your bicycle
inspections every time you ride your bicycle，and that they
conduct bicycle inspections at bicycle stores at least once ev-
ery six months [2]．81.8% of bicycle riders experienced bi-
cycle malfunctions without inspections．One in five of them
experienced accidents or near misses．There is a need to pro-
mote riders to conduct bicycle inspections before riding to re-
duce the number of malfunctions and accidents or near misses
experience．

In this study，we focus on tire air pressure inspection 　
among the inspections that should be conducted before rid-
ing，and the purpose of this study is to realize air pressure
inspections without introduction / operation costs and time
consuming．Existing inspection methods need to use exclu-
sive devices such as air gauges to confirm air pressure．Even
with exclusive devices，there is a need to remove the cap from
the valve of the tire in order to measure it．This method is
time consuming．

In this study，a method for estimating air pressure decrease
using smartphone is proposed．There is need for a sensor
to estimate air pressure decrease．Smartphones are equipped
with many sensors．There is no need to purchase new sensors
because smartphones are widely used nowadays．In addition，
they can quickly confirm the results of air pressure estimation
because they are often carrying their smartphone with them
at all times．For these reasons，we considered that air pres-
sure inspections could be promoted using smartphone without
introduction / operation costs and time consuming．

The flow of promoting air pressure inspection using smart-
phone is shown in the Fig. 1．The rider inflates the tire to the
maximum proper pressure indicated on the side of the tire．
Next，the rider rides bicycle while in possession of a smart-
phone．The smartphone collects feature values that occur at
the best timing for tire inflation using equipped sensors．The
smartphone estimates whether the air pressure is the best tim-
ing for inflation．The best timing for inflation is when the air
pressure is about to decrease below the minimum proper pres-
sure．The minimum proper pressure is the minimum pressure
that can make the tire perform effectively．The smartphone
promotes the rider to inflate when it estimates the best timing
for inflation．In this flow，There is no need to confirm the
air pressure frequently or to use exclusive devices to measure
it．Therefore,we consider that air pressure inspection can be
conducted without installation/operation costs and time con-
suming．

The outline of this study is as follows．Chapter 2 intro-
duces air pressure related works，and describes their features
and problems．Chapter 3 describes a method for estimating
air pressure decrease based on vibration sensing of a bicycle
using a smartphone in order to solve the problems of existing
methods．Chapter 4 evaluates the method proposed in this
study，and Chapter 5 considers the results．In conclusion，a
summary and future issues are describes．
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Figure 1: Flow of promoting air pressure inspection using a smart-
phone

2 RELATED WORK

In this chapter，studies using sensor data for situation es-
timation，studies using smartphones as a sensing terminal，
and existing products related to air pressure inspection，and
studies related to air pressure are introduced．The features，
advantages，and problems of these studies and existing prod-
ucts are then described．

2.1 Studies Using Sensor Data for Situation
Estimation

There are studies on situation estimation using sensor 　
data to estimate road surface conditions [3], [4]．In these stud-
ies，data acquired from accelerometers [3] and cameras [4]
are used to estimate the situation．Also，there is a study that
uses Wi-Fi to detect changes in the state of indoor doors and
windows [5]．This sutdy use data acquired by sensors to es-
timate the situation of places and objects．

It is time consuming to confirm a situation in multiple 　
places or multiple times by visual confirmation．As an ex-
ample，describe the case of visual confirmation of road sur-
face condition．If there are multiple places to confirm，there
is time consuming to move to a different place．If there are
multiple times to confirm，there is a need to go to confirm
at a certain time．Using the sensor，data collected at a cer-
tain time at the confirmed places can be estimated for the road
surface condition．Therefore，road surface conditions can be
estimated by the sensors without time consuming．Similarly，
we considered that tire air pressure inspection could be con-
ducted by sensors without time consuming．

2.2 Studies Using Smartphones as Sensing
Devices

There are studies that use smartphones as sensing devices
for congestion sensing [6]．A general smartphone is equipped
with various sensors such as acceleration sensor，gyro sen-
sor，magnetic sensor，GPS，barometric sensor，proximity
sensor，light sensor，camera，and microphone．Therefore，
a single smartphone can acquire multiple sensor data．The
smartphone is widely used nowadays，and many people are
often carrying their 　 smartphone with them at all times．
Therefore，estimation using smartphone is without introduc-
tion / operation cost．In some cases，a system is created us-

ing multiple exclusive sensors．Using the system，there is a
need to use multiple exclusive sensors as well．A system us-
ing smartphone as a sensing device can be easily used．If the
system is released to the application store，it can be used by
many people who have smartphone．Because of these advan-
tages，we considered that we could take advantage of them
in this study．

2.3 Existing Products Related to Air Pressure
Inspection

There are products that help to confirm air pressure such
as air pressure sensor from Kashimura [7] and Tyrewiz from
Quarq [8]．The air pressure sensor from Kashimura [7] is at-
tached to four tires of a car．The air pressure information is
wirelessly transmitted to a monitor in the automobile．The
air pressure is displayed on a monitor in real time．Tyrewiz
from Quarq [8] is attached to two tires of a bicycle．The
exclusive application is installed on a smartphone．The air
pressure information is wirelessly transmitted to a exclusive
application．The air pressure is displayed on a exclusive ap-
plication in real time．The rider can always confirm the air
pressure．Therefore，there is no time consuming to confirm
the air pressure．However，exclusive sensors are expensive
and there is a need to manage batteries．Therefore, installa-
tion / operation costs are high．In this study，Smartphone is
used as a sensor．There is no introduction and operation cost
with this method．

There is a product that helps to inflate such as Smart Air In-
flator from KuKiire [9]．When the inflator is attached to the
tire，it automatically inflates the tire．The air pressure can
be automatically inflated to the preferred pressure at the time
of inflation．Therefore，there is no time consuming process
to conduct air inflation．However，this product does not al-
ways measure air pressure．Therefore, if the rider determines
that there is no problem in dangerous condition，the rider will
ride in a dangerous condition．In this study，the smart phone
estimates the best timing for inflation．Dangerous riding con-
ditions are prevented for this method．

There is product that does not require air pressure such
as Air Free Concept from Brigestone [10]．A tire that does
not require air is called a punctureless tire．When regular
tires are replaced with punctureless tires，there is no need for
air pressure inspection without time consuming．However，
punctureless tires cost more than regular tires．In addition，
the ride quality is different between regular and punctureless
tires，and the rider feels uncomfortable．In this study, bicy-
cles used in everyday life will be used．The ride quality is not
affected for this method．

2.4 Studies on Air Pressure
There are studies on air pressure such as TPMS．TPMS is

a air pressure monitoring system using a barometric sensor．
TPMS are broadly classified into direct and indirect methods．

There is a direct method study that proposes a technology
to improve the performance of barometric sensors [11]．A
barometric sensor is directly attached to the tire and measures
the air pressure．Therefore，air pressure can be measured
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with high accuracy．However，barometric sensors are expen-
sive to produce．

There is a indirect method study that uses a single baro-
metric sensor to estimate the air pressure of four tires [12]．
One barometric sensor measures the air pressure of one tire．
The air pressure of one tire is used to estimate the air pressure
of the other three tires．If the air pressure of four tires is to
be measured directly，there are need to use four barometric
sensors．However，only one barometric sensor is used to es-
timate air pressure．Therefore，air pressure estimation can
be conducted at low cost．However，a dedicated sensor is
used even if only a little．Therefore，it is costly to a certain
extent．

In a previous study，we examined air pressure decrease es-
timation from bicycle riding speed [13]．The force required
to pedal decreases as air pressure decreases．Therefore，we
considered that the riding speed would decrease as well．An
experiment was conducted to estimate air pressure decrease
using riding speed．From the results，features that can be es-
timated for air pressure decrease did not occur．As the reason
for this，features that can be changed by the rider’s discretion
were used．For example，even hen the pedals felt heavy，the
rider adjusted the force and drove at the same speed as when
there was enough air pressure．Therefore，there is a need
to use features that occur with air pressure decreases that the
rider cannot change．

3 METHOD FOR ESTIMATING AIR
PRESSURE DECREASE BASED ON
VIBRATION SENSING

This chapter describes the proper pressure required for air
pressure decrease estimation．Then，the flow of air pressure
decrease estimation using vibration is described．

3.1 Proper Pressure
There is a proper pressure for effective tire performance

for bicycles．The maximum value of the proper pressure is
referred to as the maximum proper pressure．The minimum
value of the proper pressure is referred to as the minimum
proper pressure．If the pressure is within the proper range，it
indicates for effective tire performance．If the rider continues
to ride outside of the proper pressure，the tire will suddenly
burst，and the tube inside the tire will deteriorate．Therefore，
air pressure inspection is important to prevent tire burst and
deterioration．There may be a maximum proper pressure in-
dicated on the side of the bicycle tire as shown in the Fig. 2．
Also，there may be a maximum and minimum proper pres-
sure indicated on the side of the bicycle tire．For city bicy-
cles, only the maximum proper pressure is often indicated．
For road bicycles，the maximum and minimum proper pres-
sure are often both indicated．

When the air pressure is about to decrease below the min-
imum proper pressure，this is the best timing to inflate．If
the air pressure is more than the minimum proper pressure，
there is no problem to ride．If the air pressure is less than
the minimum proper pressure, it is dangerous to ride．There-
fore，there is a need to promote inflation to the rider when the

Figure 2: Maximum proper pressure indicated on the side of the tire
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Figure 3: Air pressure that subjects felt should be inflated

air pressure is about to decrease below the minimum proper
pressure．

3.2 Necessity of Air Pressure Decrease
Estimation

Preliminary experiment was conducted to confirm that 　
there is a need for air pressure decrease estimation．Nine
male undergraduate and graduate students were asked if they
felt they should be inflated．Subjects were asked to ride bi-
cycles at 50 kPa increments from 150 kPa to 300 kPa without
informing the air pressure．Subjects were then asked when
they felt they should be inflated．Multiple answers were al-
lowed when they felt they should be inflated．The subjects
were also divided into two groups．The experiment was con-
ducted by changing the order of air pressure for each of the
two groups．

The results of the preliminar experiment are shown in the
Fig. 3．Many subjects felt that they should be inflated at 200
kPa and 150 kPa．The minimum proper pressure for the bicy-
cle used in this study is 250 kPa．Therefore，250 kPa is the
best timing for inflation．However，many people do not in-
flate at the best time and ride in dangerous conditions．From
the result, it was found that there is a need to inform the rider
of the best timing for inflation．

3.3 Flow of Air Pressure Decrease Estimation
Using Vibration

Bicycle vibration was used as a method to estimate the best
timing for inflation．Bicycle vibration changes depending on
air pressure．A schematic diagram of vibration changes as-
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Figure 4: Schematic diagram of vibration changes associated with
changes in air pressure

sociated with changes in air pressure is shown in the Fig.
4．If the air pressure is high，vibration is not absorbed very
well．If the air pressure decreases to a certain degree，vibra-
tion is absorbed by the increased cushioning．If air pressure
decreases significantly，vibration is not absorbed by the de-
creased cushioning．However，the rider can clearly aware
that the condition is dangerous．Therefore，we conduct the
estimation to the range where the rider does not aware that the
condition is dangerous．

The flow of estimating air pressure decrease using vibra-
tions is shown in Fig. 5．The flow consists of preparation
and sensing，feature extraction，and air pressure decrease es-
timation by machine learning．

The rider enters the minimum proper pressure for the bi-
cycle into the smartphone．The minimum proper pressure is
necessary to acquire the best timing for inflation．

The rider attaches the smartphone as shown in the Fig. 6
and rides on a paved road．The smartphone is attached to
the bicycle so that it is perpendicular to the ground using a
smartphone holder．The smartphone must not obstruct the
driving．Therefore，the smartphone conducts sensing with-
out displaying the screen．Vibration changes depending on
the ground type ridden on．Therefore，the estimation is con-
ducted on paved roads that are generally used．Also，the vi-
bration changes during a stop at a signal and with bumps．
When stopped，the vibration is not changed by the air pres-
sure．Vibration changes from different bumps．Therefore，
data from such situations are excluded，and sensing is per-
formed in situations where it is easy to estimate．

Acceleration in the y-axis direction during riding can be
used as the vibration generated by the contact between the
ground and the tires when the smartphone is attached as 　
shown in the Fig. 6．However，the gravity acceleration is
also included in the acceleration in the y-axis direction．There-
fore，the acceleration in the y-axis direction without the grav-
ity acceleration，is used．

Features of air pressure decrease are extracted from the ac-
celeration data acquired during riding when the rider arrives
at the destination．The standard deviation of acceleration in
the y-axis direction and the amplitude spectrum for each fre-
quency are used as the feature values．The acceleration stan-
dard deviation in the y-axis direction is considered to indi-
cate the strength of the bicycle vibration．Also，the ampli-
tude spectrum of each frequency in the y-axis direction is con-

Enter 
minimum proper

pressure for bicycle
into smartphone

Ride with smartphone 
attached to bicycle

Acquire acceleration

Extract SD and 
amplitude spectrum

Estimate 
air pressure decrease 

with SVM and RF

Rider Smartphone

Figure 5: The flow of estimating air pressure decrease using vibra-
tions

sidered to be a distribution of frequencies of the vibration oc-
curred in the riding．Air pressure decreases as tire cushioning
increases within the estimated range．Therefore，it is consid-
ered that the vibration of the bicycle is decreased and the ac-
celeration standard deviation is decreased．In addition，it is
considered that the vibration at higher frequencies is absorbed
and the higher frequency amplitude spectrum is decreased．
Therefore，we considered that the acceleration standard de-
viation in the y-axis direction and the amplitude spectrum for
each frequency could be used as features for air pressure de-
crease estimation.

Preliminary experiment was conducted to confirm whether
the standard deviation of acceleration in the y-axis and the
amplitude spectrum of each frequency can be used as fea-

X-ax
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Z-axis

Y-axis

Figure 6: Smartphone attached and acceleration axis

Figure 4: Schematic diagram of vibration changes associated with
changes in air pressure

Figure 5: The flow of estimating air pressure decrease using vibra-
tions
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Figure 8: Variation of mean acceleration standard deviation in y-
axis direction for each air pressure

tures for air pressure decrease estimation．The experiment
was conducted with nine male undergraduate or graduate stu-
dents．A smartphone was attached to the bicycle as shown
in the Fig. 6．Subjects were asked to ride bicycle at 50 kPa
increments from 150 kPa to 300 kPa for pressure and the ac-
celeration in the y-axis direction was acquired．The accel-
eration in the y-axis direction was acquired as shown in the
Fig. 7．The standard deviation was acquired from the ac-
quired acceleration in the y-axis direction without the gravity
acceleration．The acceleration standard deviations of the nine
persons were averaged，and the variation of the values for
each air pressure is shown in the Fig. 8．The standard devia-
tion of acceleration in the y-axis direction decreases as the air
pressure decreases，and a trend similar to that within the es-
timated range shown in the Fig. 4 occurs．FFT (Fast Fourier
Transform) was conducted on the acceleration in the y-axis
direction in order to analyze the frequency components in the
y-axis direction．The amplitude spectrum for each frequency
in the y-axis direction is shown in the Fig. 9．A trend that
the amplitude spectrum with higher frequencies decreases as
air pressure decreases occurred．Therefore，the standard de-
viation of acceleration in the y-axis direction and the ampli-
tude spectrum for each frequency were used to estimate the
air pressure decrease．

Machine learning is conducted using the features to esti-
mate whether the air pressure is about to decrease below the
minimum proper pressure．The data set format of the features
is shown in the Table 1．Explanatory variable is the standard
deviation of acceleration in the y-axis direction and the ampli-
tude spectrum for each frequency．The objective variable is
air pressure．Amplitude spectrum for each frequency uses the
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Figure 9: Amplitude spectrum for each frequency generated by bi-
cycle riding

Table 1: Dataset of air pressure decrease features

Explanatory Objective
variable variable

Acceleration Amplitude Air
standard deviation spectrum pressure
in y-axis direction in y-axis direction of tire

(m/s2) (V ) (kPa)

average of 0.5 Hz intervals of the frequency．Areas where no
significant change occurred when air pressure decreased were
not used as features．From the Fig. 9，little change in fre-
quency was occurred after 40Hz．Therefore，the amplitude
spectrum in the range of 0.0Hz to 40.0Hz was used．The rea-
son for this narrowing of the range is that a larger amount of
data would be burdensome to process on a smartphone．A
model trained on this data set is used to classify whether the
air pressure is below the minimum proper pressure．There are
methods of direct classification using SVM and other meth-
ods．Another method is to conduct a regression to estimate
air pressure as a numerical value using a random forest or
other methods and then classify the air pressure．

4 EVALUATION EXPERIMENT

Experiments were conducted to evaluate the method pro-
posed in this study and air pressure decrease estimation at
other locations and on bicycles．The evaluation experiment
of the proposed method is designated as Evaluation Experi-
ment 1．The evaluation experiment of air pressure decrease
estimation at other locations and on bicycles is designated as
Evaluation Experiment 2．

4.1 Evaluation of Air Pressure Decrease
Estimation Using Vibration

We conducted Evaluation Experiment 1．The purpose is
to evaluate the accuracy of the results estimated by machine
learning classification and regression using the standard devi-
ation of acceleration in the y-axis direction and the amplitude
spectrum for each frequency．

The experimental setting is shown in Table 2．The sub-
jects were nine male undergraduate or graduate students．The
sensing terminal was Galaxy Note 9．The smartphone appli-
cation phyphox was used to acquire sensor data．The sam-
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pling frequency of acceleration is 400 Hz．The location used
for the experiment is shown in the Fig. 10．The location is
defined as location A．The experiment was conducted on an
all paved road so that changes in the road surface would not
affect the vibration．In addition，the experiment was con-
ducted on single road without congestion so that the rider
did not have to stop．The bicycle used for the experiment
is shown in the Fig. 11．The bicycle is defined as bicycle
X．In this study，the target is people who use bicycles only
for transportation purposes and have little interest in bicycles．
People who have little interest in bicycles often use city bicy-
cles which can be purchased inexpensively．Therefore，city
bicycle was used in the experiment．The air pressure used
for the experiment is 50 kPa increments from 150 kPa to 300
kPa．When the air pressure is 150 kPa，the rider is aware
that the air pressure is low．300 kPa is the maximum proper
pressure for the bicycle．The bicycle valve used in the experi-
ment is shown in Fig. 12．The valve shown in the ˆˆc2ˆˆa0Fig.
12a is called English valve. It is difficult to measure air pres-
sure correctly with English valve．Therefore，English valve
was converted to American valve．American valve is shown
in the figure 12b．It is possible to measure air pressure cor-
rectly with american valve．The bicycle used in the experi-
ment was not indicated with the minimum proper pressure．
When the weight percentage of the front and rear wheels is
the same and the road is paved, the minimum proper air pres-
sure is obtained by the Formula (1)1．The bicycle information
shown in the Table 3．The weight is defined as 65 kg which
is the average weight of a male in his 20s．From the Formula
(1)1，the minimum proper pressure was 250 kPa．Nine sub-
jects rode back and forth along a single road at four different
air pressures．A total of 72 data were collected．SVM and
Random Forest were used for classification．Random Forest
was used for regression．The evaluation was conducted us-
ing leave-one-out in which one person’s data was the test data
from the entire data．The correct rate is the probability that
the actual pressure and the estimated result could be classi-
fied in the same way．Recall rate is the probability that the
estimated result could be classified as not proper when the
actual air pressure is out of proper．The correct rate and the
recall rate were used to evaluate the results．The accuracy of
estimating whether a situation is dangerous or not is impor-
tant．Therefore, the evaluation was based on the accuracy of
the judgment，not on the accuracy of the numerical values
obtained in the regression．

The results were shown in the Table 4,5,6,7．The○marks
indicate the training score when the feature is used．The eval-
uation results showed higher scores when only the ampli-
tude spectrum of each frequency was used and when both the
acceleration standard deviation and the amplitude spectrum
of each frequency were used as features．In classification，
the correct response rate was 88.9% and the recall rate was
91.1%．In regression，the correct response rate was 79.2%
and the recall rate was 96.1%．

1Bicycle Exploration!
https://jitetan.com/tire_air_pressure.html

Table 2: Setting of Evaluation Experiment 1

Number of subjects 9
Sensing terminal Galaxy Note 9

Sampling frequency 400 Hz
Location Paved road without congestion

Type of bicycle City bicycle
Air pressure 150 kPa to 300 kPa

Number of data 72
Evaluation method Leave-one-out
Evaluation index Correct and recall

Figure 10: Location of Evaluation Experiment 1

4.2 Evaluation of Air Pressure Decrease
Estimation at Other Locations and
Bicycles

We conducted Evaluation Experiment 2．The purpose is
to confirm whether air pressure decrease estimation can be
conducted using data from other locations or bicycles．

The experimental setting is shown in Table 8．This subject
was the first author of this study．The same location A as in
Evaluation Experiment 1 was ridden by another bicycle，an-
other location was ridden by the same bicycle X as in Evalua-
tion Experiment 1，and another location and bicycle were rid-
den at the same location as in Evaluation Experiment 1．The
locations used as different locations from Evaluation Experi-
ment 1 are shown in the Fig. 14．The left location is defined
as location B and the right location is defined as location C．
A flatter road was chosen as a difference from the location
of Evaluation Experiment 1．The bicycles used as different
bicycles from Evaluation Experiment 1 are shown in the Fig.

Figure 11: Bicycle X of Evaluation Experiment 1

Fig .
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(a) English valve (b) American valve

Figure 12: Valve style of bicycle tire

Table 3: Information on the bicycle used in the Evaluation Experi-
ment 1

Bicycles Weight Tire width Minimum proper
pressure

X 20.5kg 35mm 250kPa

15．The top bicycle is defined as bicycle Y and the bottom
bicycle is defined as bicycle Z．As in Evaluation Experiment
1，The bicycles used in the experiment were not indicated
with the minimum proper pressure．The bicycle information
shown in the Table 9．From the Formula (1)1，the minimum
proper pressure of bicycle Y is 240 kPa and that of bicycle Z
is 230 kPa．The subject rode twice back and forth on a single
road at three different locations，on three different bicycles at
four different air pressures．A total of 48 data were collected．
From the results of Experiment 1，some degree of accuracy
was confirmed in the regression．Therefore．Random Forest
was used for regression．The regression can acquire numeri-
cal results of the estimation．Numerical values provide more
evidence for inflation．The sensing terminal and air pressure
range are the same settings as in the Evaluation Experiment
1．

The results are shown in the table 10．The figure shows the
correct and recall rates for each location and bicycle using the
data trained on location A and bicycle X used in the Evalua-
tion Experiment 1．The second row from the top shows the
correct and recall rates for the same conditions as the training
data．Both the correct rate and the recall rate were low for
a different location from the training data and for a different
bicycle．Both the correct rate and the recall rate were low for
the same location as the training data and for a different bicy-
cle．In the case of the same bicycle，at a different location，
the recall rate was higher，but the correct rate was lower．

5 DEVELOPMENT OF APPLICATION
USING PROPOSED METHOD

We developed an application to promote air pressure in-
spection in order to make it possible to realize air pressure
inspections without introduction / operation costs and time
consuming．Using the proposed method，we estimated the
air pressure and determined whether it was dangerous or not．

(1)
mpp = 10× round

(
0.5× 10× 0.9

tw − 11.2

× (bow + biw + 46)

)

Symbol Description
mpp Minimum Proper Pressure [kPa]
tw Tire Width [mm]
bow Body Weight [kg]
biw Bicycle Weight [kg]
round(x) Rounding off x

Table 4: Correct rate of each feature in the classification

Used feature values Correct rate(%)
Acceleration Amplitude

SVM RFstandard spectrum
deviation for each frequency
○ ○ 88.9 83.3
○ 72.2 68.1

○ 86.1 84.7

An application that promotes air pressure inspection using
the proposed method is shown in the Fig. 16．There is a
training state and an estimation state．

It begins with a training state in which data is collected to
estimate air pressure decrease 16a．The rider enters the min-
imum proper pressure into the application．If the minimum
proper pressure is not indicated，from the Formula (1)1，en-
ter the weight，bicycle weight，and tire width to calculate the
minimum proper pressure．There is a need to measure on a
paved road, the same road every time．In addition，the rider
does not stop from the start of the measurement to the end．
When the measurement start button is pressed，the applica-
tion starts acquiring data．In this application，the sampling
frequency for acceleration and gravity acceleration is 40 Hz．
The sampling frequency for Sampling location and baromet-
ric pressure is 1 Hz．When the bicycle riding is finished，the
rider presses the measurement end button．Enter the current
air pressure．The application calculates the riding speed from
the location information．The feature values are acquired in
the interval from the time when the riding speed first reaches
5 km/h or more to the time when the riding speed last reaches
5 km/h or less．The standard deviation of acceleration on the
y-axis and the amplitude spectrum for each frequency are ac-
quired as the feature values．Gravity acceleration and baro-
metric pressure will be used to determine the location of fea-
ture extraction．

When a certain amount of data is collected，the application
becomes in an estimation state where it estimates the air pres-
sure and judges whether it is in a dangerous condition 16b．
When the number of feature data above the minimum proper
pressure reaches 10 and the number of feature data below the

Table 5: Correct rate of each feature in the regression

Used feature values Correct rate(%)
acceleration amplitude

RFstandard spectrum
deviation for each frequency
○ ○ 77.8
○ 69.4

○ 79.2
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Table 6: Recall rate of each feature in the classification

Used feature values Recall rate(%)
Acceleration Amplitude

SVM RFstandard spectrum
deviation for each frequency
○ ○ 91.1 83.6
○ 69.9 62.4

○ 86.5 83.6

Table 7: Recall rate of each feature in the regression

Used feature values Recall rate(%)
Acceleration Amplitude

RFstandard spectrum
deviation for each frequency
○ ○ 96.1
○ 79.4

○ 96.1

minimum proper pressure reaches 10，the state changes to an
estimation state in which air pressure decrease is estimated．
When the measurement is finished in the estimation state，the
estimated air pressure is displayed．In addition，if the esti-
mated air pressure is less than the minimum proper pressure，
the display prompts the rider for inflation．The estimated air
pressure is estimated from three sets of data．The application
displays the average of the estimated air pressure．

In the future of the application，there are several issues
such as bicycle riding estimation，extraction of suitable rid-
ing locations for measurement，and operation verification．
The application should be able to estimate whether the rider is
riding a bicycle and can automatically measure it．Currently，
the measurement is started by pressing the measurement start
button and finished after pressing the measurement end but-
ton．The rider can start and finish the measurement without
opening the application screen．In addition，the application
should be able to automatically extract suitable locations for
measurement．Currently, the rider decides on a location that
can be paved and does not have to stop midway．The applica-
tion should be able to automatically extract suitable locations
for estimation from driving data．Finally，there is a need to
encourage other people to use the bicycles．

Table 8: Setting of Evaluation Experiment 2

Number of subjects 1
Sensing terminal Galaxy Note 9

Sampling frequency 400 Hz
Number of locations 3
Number of bicycles 3

Air pressure 150 kPa to 300 kPa
Number of data 48
Evaluation index Correct and recall

(a) Location B (b) Location C

Figure 13: Location used for Evaluation Experiment 2

(a) Bicycle Y

(b) Bicycle Z

Figure 14: Bicycle used in Evaluation Experiment 2

6 CONSIDERATION OF EVALUATION
EXPERIMENT

From the results of Evaluation Experiment 1，it was 　
confirmed that the standard deviation of acceleration in 　
the y-axis direction and the amplitude spectrum for each fre-
quency could be used to estimate whether the air pressure
was below the minimum proper pressure with a certain de-
gree of accuracy by classification and regression．The regres-
sion was as accurate as the classification．The regression can
acquire numerical results of the estimation．Numerical val-
ues provide more evidence for inflation．Therefore，regres-

Table 9: Information on the bicycles used in the Evaluation Experi-
ment 2

Bicycles Weight Tire width Minimum proper
pressure

Y 24.6kg 37mm 240kPa
Z 19.6kg 37mm 230kPa
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Table 10: Scores for each location and bicycle when training data is
diverted at Location A，Bicycle X

Location Bicycle Correct rate Recall rate
(%) (%)

A X 77.8 96.1
A Z 75.0 50.0
B X 62.5 100.0
C Y 62.5 50.0
C Z 50.0 25.0

Input minimum proper pressure Input air pressure

Measurement 
start button

Minimum proper pressureTraining state

Acceleration

Gravity

Location

Time

Barometric

Measurement end button

(a) Training state

Dangerous case

Other case

Training state

Estimation state

Measurement start button Measurement end button

Air pressure is

(b) Estimation state

Figure 15: Flow of application screen using the proposed method

sion using Random Forest is used for air pressure decrease
estimation．The accuracy was higher when only the ampli-
tude spectrum of each frequency was used and when both the
acceleration standard deviation and the amplitude spectrum
of each frequency were used as features．As shown in the
Fig. 8,9，each of the feature values changes depending on
the air pressure decrease．The acceleration standard deviation
is affected by large bumps．The amplitude spectrum shows
how much amplitude is present at each frequency．There are
bumps and flat places while riding．Basically，there are many
flat places．The amplitude of frequencies occurring on flat
places is higher and is less affected by bumps．Therefore，
two features are used for air pressure decrease estimation．
The estimation could be conducted with a certain degree of
accuracy even when data from different riders were used for
training．Therefore，it was confirmed that the air pressure
estimation was possible for the same and locationthe same
bicycle．

From the results of the Evaluation Experiment 2，the recall
was high in the case of a different location from the training
data and the same bicycle，but in other conditions，the cor-
rectness and recall were lower than those of the same location
as the training data and the same bicycle．Therefore，it was

not possible to estimate air pressure decrease with high accu-
racy．The reason for both the correct and recall rates of Eval-
uation Experiment 2 may be the different structure of the bi-
cycles．It is considered that different bicycle structures trans-
mit vibration differently，and that the characteristics of the
vibration obtained in Evaluation Experiment 1 differed from
those obtained in Evaluation Experiment 2．The recall of the
training data and the case of another location and the same
bicycle was high，so it was found that the bicycles could be
judged out of proper at the proper time, but they could be
safe to travel in a safe condition．There are places that are
frequently used by users and bicycles that need to be learned
in advance if the current estimation method is to be imple-
mented as an application．However，if learning is required
prior to use, it is time consuming and contrary to the purpose．
Therefore，there is a need to come up with learning methods
without time consuming．

7 CONCLUSION

In this study，we focus on air pressure inspection and pro-
pose a method for estimating bicycle air pressure decrease
based on vibration sensing using smartphone．The accelera-
tion in the direction perpendicular to the ground is acquired
with a smartphone，and the standard deviation and the am-
plitude spectrum of each frequency are used as features to
estimate the air pressure decrease using random forests and
other methods．Evaluation experiments were conducted to
classify whether the best timing for tire inflation，to estimate
the air pressure value and classify it based on that value，and
to evaluate whether the training data from other locations and
bicycles can be diverted．The results of the evaluation ex-
periments showed that 96.1% correctly classified when tire
inflation was needed，but it was difficult to divert the training
data．We developed an application that promotes air pressure
inspection using the proposed method．

In the future of air pressure decrease estimation，there is a
need to consider a estimation method without time consum-
ing．In this estimation method，there is a need to have riders
train in advance at locations and bicycles that they frequently
use．Therefore，there is a need to consider methods that do
not need to be trained in advance．The machine learning al-
gorithm used in this study required supervised data．How-
ever，there are machine learning algorithms that do not use
supervised data．If the machine learning algorithms that do
not need supervised data are used，there is no time consum-
ing to train it．Therefore, we consider an unsupervised algo-
rithm for estimating air pressure decrease．There is a need
to develop and evaluate an application that can estimate air
pressure decrease．
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