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Improve Measuring Suspiciousness of Bugs in Spectrum-Based Fault Localization
With Deep Learning
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Abstract - Localizing Faults is integral for debugging in de-

veloping software. Spectrum-Based Fault Localization (SBFL)

is a technique to localize faults. SBFL calculates the suspicious-

ness score for each line in a program using code coverage of

tests. Some studies apply a deep neural network to SBFL. In

these studies, the suspiciousness is calculated by giving a virtual

coverage to a trained network. This paper proposes a method to

calculate the suspiciousness score of lines in a program from the

program spectrum with deep learning. The method also provides

a ranking based on the score. In calculating the suspiciousness

score, We focus on the difference between the coverage of a

failed test and an alteration of the coverage. As a result of the

evaluation of the proposed method, it is confirmed that the ef-

fectiveness of the proposed method is comparable to Ochiai and

more effective than the suspiciousness calculation method used

in other studies.

Keywords: SBFL, Fault Localization, Deep Learning

1 INTRODUCTION

When a problem caused by code is found in software devel-

opment or maintenance, it is necessary to localize and fix bugs.

Generally, such a debugging needs a lot of time and human

works. Many techniques to localize faults and fix bugs have

been studied to support developers in debugging. One example

of a bug-fixing technique is GenProg[1], which outputs code that

passes all the test suites with a genetic algorithm. In technique

to localizing bugs, Various studies [2]–[5] have been conducted.

These studies proposed methods to identify statements that cause

bugs by using bug reports, trace information, and visualization.

Another technique for localizing the fault is Spectrum-Based

Fault Localization (SBFL). SBFL localizes faults in the source

code based on the code coverage and test results of each test.

It calculates the suspiciousness of each statement containing a

bug and provides a ranking based on the suspiciousness. The

basic idea of SBFL is that a line executed in a failed test is more

likely to contain a bug, while a line executed in a successful test

is less likely to contain a bug. The metrics for calculating the

suspiciousness of a bug are based on four values described in

Table 1.

Figure 1: Example of SBFL

Table 1: Four Values for Calculation of Suspiciousness

ef Number of failed tests that execute the program element.

ep Number of passed tests that execute the program element.

nf Number of failed tests that do not execute

the program element.

np Number of passed tests that do not execute

the program element.

Ochiai =
ef√

(ef + nf )(ef + ep)
(Ochiai)

Dstar(∗ = N) =
ef

N

ep + nf
(Dstar)

For example, Ochiai[6] and Dstar[7] proposed following for-

mulas. Here, ‘N’ is the exponent variable of ef . Suspiciousness

scores for each line are calculated by these formulas, and rep-

resents the probability that each line causes a bug. The score

tends to be higher if a line is executed more frequently when the

test fails.
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Figure 2: Architecture of the Network

Figure 1 shows an example of SBFL. The source code in the

figure is a function that returns the result of FizzBuzz for a given

number i as input. The fifth line of the function contains a

bug. This is because the conditional statement is incorrect. The

suspiciousness of each line is calculated by Ochiai based on the

results and the coverage of the tests. The suspiciousness is the

highest on lines fifth and sixth, which are executed only when

the test fails. This indicates that the suspiciousness of the buggy

lines is calculated properly. Thus, from the test results and the

coverage, it is possible to identify the location of bugs.

Deep learning is a technology that has been showing results in

a wide variety of fields, including image recognition and natural

language processing. The field of fault localization is no excep-

tion either. Ikeda et al.[8] proposed the method that localizes a

fault method with a neural network. They trained the network

to predict test results from execution traces and used ablated

traces to localize a fault method. In the field of SBFL, the study

[9] has been conducted to compute the suspiciousness using

deep learning. In this study, three architectures, RNN (Recur-

rent Neural Network), CNN (Convolutional Neural Network),

and MLP (MultiLayer Perceptron), are proposed to compute

the suspiciousness of bugs, and CNN shows the best results.

In another study[10], which calculates the suspiciousness using

RBF networks (Radial Basis Function Network), concluded that

RBF networks are more effective than existing methods such as

Ochiai in fault localization. In these studies, in order to calculate

the suspiciousness, a virtual coverage which only a certain line

is executed is input to the trained network. The output of the

network is treated as the suspiciousness of the line have bugs,

and a ranking based on the suspiciousness is provided.

This paper proposes a method to compute the suspiciousness

of lines in the source code from the program spectrum with deep

learning. The proposed method shall identify a single defect in

the source code. Using a network trained to predict test results

from the source code coverage of each test case, suspiciousness

scores are measured for each line.We measure the impact of

each line on bug prediction in the trained network, and provide

a ranking of lines that are likely to cause bugs based on the

measured impact. In measuring the impact of the network on a

bug prediction, we focus on the change in bug prediction between

an actual failed coverage and virtual coverages that altered the

actual coverage. We consider the difference between them as

the suspiciousness score.

The proposed method is better than the conventional method

in measuring the suspiciousness from the network. It is con-

firmed that the proposed method gives a larger value of suspi-

ciousness to the buggy line and a smaller value to the non-buggy

line than the conventional measuring method. While comparing

a metric Ochiai, no significant difference was confirmed between

the proposed method and Ochiai.

In the following sections, Section 2 describe the proposed

method. Section 3 presents the results in the evaluation ex-

periments and Section 4 discuss the results in the experiments.

Finally, we conclude in Section 5.

2 PROPOSED METHOD
This section describes the methodology of SBFL using a Con-

volutional Neural Network in detail.

The proposed method provides suspiciousness values that

each line contains a bug in a source code and a ranking of

the suspiciousness. CNN shows the best result in Zhang et al.
[9]. That is why we use Convolutional Neural Network as the

architecture of the neural network in the proposed method.

In the proposed method, first, a neural network learns about a

relation between the coverage of the source code in tests and the

test result. The network takes the coverage as input, and output

respectively probabilities of a test result, pass and fail. In order

to measure the impact on decision making about a test result in

the network, a coverage of in failed test and a virtual coverage

that altered the failed test coverage are input. We determine the

impact based on a difference between outputs of the original

coverage that fails the test and the virtual coverage. The impact

on decision making is considered as the suspiciousness of bugs.

The trained network cannot be applied to other source code. This
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Figure 3: Example of Calculation of Suspiciousness of Third Line.

is because the network learns the relation between a execution

of lines in a certain source code and test results.

2.1 Network Architecture and Training
Figure 2 shows the structure of the CNN used in the proposed

method. It has two Convolutional layers, a MaxPooling layer

on the output of the Convolutional layers, two Fully-Connected

layers, and one output layer. The sigmoid function is used in the

output layer, and ReLU is used for the other activation functions.

The kernel size of the convolutional layer, the number of the

channels, and the nodes of the Fully-Connected layer depend on

the target program size. The network takes a test coverage as

input and learns a nonlinear relationship between the coverage

and the test results. The output of the network is P, and F ,

which represent the probability of the test passing and failing,

respectively.

2.2 Extract Suspiciousness of a Bug
A virtual coverage is inputted to the network after training

to measure the impact on deciding test results in the trained

network based on the difference between the virtual coverage and

the original coverage. Figure 3 shows an example of measuring

the impact of the third line. In order to calculate the impact

of the execution of the third line on the determination of test

results in the network by examining the change in the output

of the original failed coverage and coverage that the third line

is changed to zero in original the coverage. Some studies[9],

[10] treat the output of the virtual coverage in which only the

line is executed as the score of the suspiciousness of a bug. We

believe that the difference between the original coverage and the

output of the coverage with the altered execution more strongly

indicates the impact on the test results than such methods. If

a line, which is changed to zero in the coverage contributes

to a failure, the elimination of the execution might increase the

probability that the result is passed. Since the large change in the

likelihood of the network’s prediction signifies the bigger impact

of the execution, we consider the change to be the suspiciousness

score.

The values of suspiciousness are ranked in descending order

and output as a result of fault localization. The ranking presents

lines and the corresponding suspiciousness scores. Lines that

are not executed in failed tests are excluded from the ranking,

because they are not likely to contain bugs.

3 EVALUATION EXPERIMENT
In order to evaluate the proposed method, evaluation experi-

ments are conducted on two OSS to see if the proposed method

is effective in localizing faults. The coverage used in the ex-

periments was collected using the tests provided with the OSS.

Most of the tests included in the OSS are those whose results

are passed. In this study, since the coverage with Pass and Fail

test results is needed, we manually seeded a part of the code to

create a program including bugs. The numbers in the tables in

this section are rounded up at the fourth decimal point.

3.1 Target Program
We choose the following two programs as target programs for

the experiments:

• scikit-learn is a library for machine learning. A bug

is seeded in the program “kernel_approximation”. The

LOC of the source code is 1011. Tests attached to the

library collect the coverage. The tests are given additional

random seed values to increase the number of tests. A

total of 288 coverage tests were generated, including 138

failed tests and 150 successful tests, and are used in our

experiments.

• Html5lib is a library for parsing HTML. A bug is seeded

in the program “serializer”. The LOC of the source code

is 409. Tests attached to the library collect the coverage.

A total of 235 coverage tests were generated, including 23

failed tests and 212 successful tests, and are used in our

experiments.

The proposed method is applied to the coverage collected

from the above two OSS. Compare three bug suspiciousness

measurement methods including the proposed method. The

measurements compared are the following:

• proposed-measure : A difference between outputs of orig-

inal coverage that fails the test and the virtual coverage.
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• one-hot : An output of coverage which only a certain line

is executed.

• Ochiai : Suspiciousness based on Ochiai described in

Section 1.

3.2 Experiment 1
The score of the suspiciousness and the rank for seeded buggy

line 195 are calculated by three measurement methods. Table 2

shows the result of the methods.

Table 2: Suspiciousness and Rank of The Buggy Line

measurement suspiciousness rank

proposed-measure 0.615 1

one-hot 0.525 21

Ochiai 0.818 1

Table 3: Top 5 of proposed-measure in experiment 1

Rank Line suspiciousness

1 195 0.615

2 158 0.589

3 199 0.007

4 194 0.006

5 981 0.005

Table 4: Top 5 of one-hot in experiment 1

Rank Line suspiciousness

1 720 0.528

2 981 0.528

3 668 0.527

4 449 0.527

5 951 0.527

Table 5: Top 5 of Ochiai in experiment 1

Rank Line suspiciousness

1 195 0.818

2 158 0.818

3 186 0.716

4 24 0.716

5 14 0.716

The proposed-measure and Ochiai ranked the line seeded the

bug first, while one-hot ranked 21st.

Tables 3, 4 and 5 display the top five in the ranking based on

suspiciousness score of proposed-measure, one-hot and Ochiai

respectively. The line 195 is the line seeded a bug.

Table 3 shows that the measurement classifies properly the

buggy line and other lines. Line 158’s score closes to line 195’s

score. This is because their appearances in the coverage are the

same. In contrast, from Tables 2 and 4, we can see that the

buggy line is ranked in 21th. There is actually not much of a

difference between the suspiciousness score of the buggy line

and the first ranked line. As the result in Table 5, the buggy line

195 and non-buggy line 158 are tied for the top.

3.3 Experiment 2
The score of the suspiciousness and the rank for seeded buggy

line 330 are calculated by three measurement methods. Table 6

shows the result of the methods.

Table 6: Suspiciousness and Rank of The Buggy Line

measurement suspiciousness rank

proposed-measure 0.715 1

one-hot 0.526 1

Ochiai 1.0 1

Table 7: Top 5 of proposed-measure in experiment 2

Rank Line suspiciousness

1 330 0.715

2 331 0.019

3 329 0.011

4 325 0.007

5 327 0.007

Table 8: Top 5 of one-hot in experiment 2

Rank Line suspiciousness

1 330 0.526

2 327 0.518

3 337 0.514

4 321 0.512

5 305 0.512

Table 9: Top 5 of Ochiai in experiment 2

Rank Line suspiciousness

1 330 1.0

2 329 0.804

3 336 0.793

4 335 0.793

5 325 0.793

All of the measurements ranked the line seeded the bug first.

Table 7 shows that the measurement distinguished the buggy

line and the others. In Tables 6 and 8, the buggy line is ranked in

the first. However, similarly to the experiment for scikit-learn,

the suspiciousness score of 21st is 0.499. This score hardly
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differs from the score of the first. As the result in Table 9, the

buggy line 330 got score 1.0. Because this line is executed in

all failed tests.

4 DISCUSSION
In both experiments, there is not much difference among the

top 20 of the score that one-hot calculated. On the other hand,

In both cases, we can see that the proposed-measure properly

scored the buggy line. There is a large difference between the

Top score and other lines. It is examined using Gini coefficient

whether the three measurements give properly higher scores

to buggy lines, and lower scores to non-buggy lines. Since

some scores of proposed-measure contain negative values, the

difference values from the minimum are used in the calculation.

Tables 10 and 11 show Gini coefficients of the three methods

in the two experiments. Each of the coefficients in the Table

indicates that one-hot gives one-hot gives a fair score to each line,

whereas the other two measurements give an unbalanced score

to each line. From these results, we believe that the measurement

proposed-measure is more effective than one-hot in whether a

buggy line is determined a high suspiciousness score.

Table 10: Gini Coefficients in Experiment 1

proposed-measure one-hot Ochiai

0.637 0.079 0.323

Table 11: Gini Coefficients in Experiment 2

proposed-measure one-hot Ochiai

0.783 0.028 0.973

From the results of the experiments, It is confirmed that the

proposed method is effective to localize faults. The effectiveness

of the proposed method can be concluded it is comparable to

Ochiai and is more effective than the one-hot method used in

previous studies.

In the scikit-learn experiment, line 158 ranked in second place

had the same appearance in coverage as line 195 containing the

true bug, that is, if one is executed, the other is also executed.

Therefore, it is reckoned from the coverage that both lines are

equally likely to cause a bug. This is similar to SBFL without

DNN, which calculates the probability of bugs based on the

coverage, and thus cannot distinguish between lines that have the

identical occurrence in the coverage. This results in a problem

that a impact on bugs is determined equally. This problem

can be solved by satisfying branch coverage to augment unique

coverage in some cases, but this is not the case for unbranched

programs. Therefore, it is necessary to narrow down the lines

that have a close probability of each other by using information

extracted from execution traces, source codes, error messages,

etc.

In both experiments, the method was applied to more than

200 test cases and dozens of failed tests. The experiments are

built on adequate failed tests and passed tests. In repositories

that are a collection of actual bugs, it is frequent that there are

only one or two failed tests. In order to ensure the effectiveness

and generality of the method, it is required to apply the method

to such actual bugs.

5 CONCLUSION
This paper proposes a method that combines SBFL and DNN.

The proposed method trains a network that predicts test results

based on coverage of a source code, and measures the impact

of each line on bugs from the trained network, and provides

a ranking based on the measurement. In measuring the suspi-

ciousness of bugs, we focus on the difference between the output

of the original coverage and the output of the virtual coverage

that altered the original coverage, and treat the difference value

as the impact of the bug. In the experiment, we obtained bet-

ter results than the conventional measurement method, which

treats the output of a virtual coverage in which only a certain

line is executed as suspiciousness, and the proposed method is

comparable to Ochiai.

In future work, we want to apply this method to SBFL in code

blocks instead of lines. The occurrence of lines in a block must

be the same. Hence, if a line is determined to be highly possibly

buggy, any line in the block containing that line may be the same

possibly buggy. In addition, the experiments in this paper ap-

plied the method against artificially seeded faults in the projects

that have adequate quantity of test cases to evaluate the effec-

tiveness. We would like to conduct experiments against actual

bugs such as Defects4J[12] to further evaluate the effectiveness

of the proposed method.

ACKNOWLEDGEMENT
Part of this work is supported by fund from Mitsubishi Electric

Corp.

The research is also being partially conducted as Grant-in-Aid

for Scientific Research A (18H04094) and C (21K11826).

REFERENCES
[1] Claire Le Goues, Michael Dewey-Vogt, Stephanie Forrest,

and Westley Weimer, “A Systematic Study of Automated

Program Repair: Fixing 55 out of 105 Bugs for $8 Each,”

ICSE, pp.3-13 (2012)

[2] Jaechang Nam, Song Wang, Yuan Xi, and Lin Tan, “A bug

finder refined by a large set of open-source projects,” In-

formation and Software Technology, Vol.112, pp.164–175

(2019)

[3] Sunghun Kim, Thomas Zimmermann, Kai Pan, and E.

James Jr. Whitehead, “Automatic Identification of Bug-

Introducing Changes,” 21st IEEE/ACM International Con-

International Workshop on Informatics ( IWIN 2022 )

7



ference on Automated Software Engineering (ASE’06),

pp.81-90 (2006)

[4] Sokratis Tsakiltsidis, Andriy Miranskyy, and Elie Maz-

zawi, “Towards Automated Performance Bug Identifica-

tion in Python,” 2016 IEEE International Symposium on

Software Reliability Engineering Workshops (ISSREW),

pp.132-139 (2016)

[5] Keigo Matsushita, Masaki Matsumoto, Kazuhiko Ohno,

Takahiro Sasaki, Toshio Kondo, and Hiroshi Nakashima,

“A Debugging Method Based on Comparison of Execution

Trace,” Symposium on Advanced Computing Systems and

Infrastructures (SACSIS), Vol.2011, pp.152-159 (2011) (in

Japanese)

[6] Rui Abreu, Peter Zoeteweij, and Arjan J. C. van Gemund,

“On the accuracy of spectrum-based fault localization,”

Testing: Academic and Industrial Conference Practice and

Research Techniques, pp.89-98 (2007)

[7] W. Eric Wong, Vidroha Debroy, Yihao Li, and Ruizhi

Gao, “The DStar method for effective software fault local-

ization,” IEEE Transactions on Reliability, Vol.63, No.1,

pp.290-308 (2014)

[8] Takuma Ikeda, Kozo Okano, Shinpei Ogata, and Shin

Nakajima, “Localization of Fault Methods and Ablation

of Execution Traces Using A Machine Learning Model to

Classify Test Results,” IEICE Technical Report, Vol.121,

No.416, pp.13-18 (2022) (in Japanese)

[9] Zhuo Zhang, Yan Lei, Xiaoguang Mao, Meng Yan, Ling

Xu, and Xiaohong Zhang, “A study of effectiveness of deep

learning in locating real faults,” Information and Software

Technology, Vol.131, No.1, pp.1–16 (2021)

[10] W. Eric Wong, Vidroha Debroy, Richard Golden, Xi-

aofeng Xu, and Bhavani Thuraisingham, “Effective Soft-

ware Fault Localization Using an RBF Neural Network,”

in IEEE Transactions on Reliability, Vol.61, No.1, pp.149-

169 (2012)

[11] “scikit-learn: machine learning in Python ― scikit-learn

1.1.1 documentation,” https://scikit-learn.org/stable/ (re-

ferred April 27, 2022)

[12] René Just, Darioush Jalali, and Michael D. Ernst, “De-

fects4J: A database of existing faults to enable controlled

testing studies for java programs,” in Proceedings of the

2014 International Symposium on Software Testing and

Analysis, pp.437–440 (2014)

International Workshop on Informatics ( IWIN 2022 )

8



OLO

 
 

 
 

International Workshop on Informatics ( IWIN 2022 )

9



International Workshop on Informatics ( IWIN 2022 )

10



International Workshop on Informatics ( IWIN 2022 )

11



International Workshop on Informatics ( IWIN 2022 )

12



Automatic Derivation of a Transition Model from a Japanese Requirement 
Specification under a Restricted Grammar

Koki Shimokawa†, Hiroya Ii†, Maiko Onishi‡, Shinpei Ogata*, and Kozo Okano*

†Graduate School of Science and Technology, Shinshu University, Japan
‡Graduate School of Humanities and Sciences, Ochanomizu University, Japan

*Faculty of Engineering, Shinshu University, Japan
* {ogata,okano}@cs.shinshu-u.ac.jp

Abstract - In this paper, we propose a method for ex-
tracting state transitions, which are necessary elements
for model checking, from requirement specifications writ-
ten in a natural language. Requirement specifications are
often written in a natural language and may contain am-
biguous expressions. Model checking is a method to check
for such ambiguous expressions using mathematical tech-
niques. The proposed method extracts state transitions
from requirement specifications based on restricted gram-
mars. We also present the results of an experiment to
evaluate the effectiveness of the proposed method.

Keywords: Natural Language Processing, Requirement
Specification, Model Checking.

1 INTRODUCTION
Requirement Specification documents used in software

development are often written in natural languages [1].
Natural languages may contain ambiguous expressions in
the text. This leads to the discovery of bugs in the testing
process, which results in significant rework costs. Model
checking approaches are regarded as a useful method to
verify whether the specification is good requirement or not.
Model checking, however, requires specialized knowledge
such as temporal logic. Thus, we believe that a method to
automatically derives models from requirement specifica-
tions in natural languages will help designers and develop-
ers to share models without contradiction.

In our previous study, we proposed a method for auto-
matically extracting state variables and state transitions
using morphological and syntactic analysis for the pur-
pose of automatically creating state transition diagrams
[2]. The results show that the recalls of state variables and
variable values are 1.00 for 36 sentences, and the precisions
of state variables and variable values are 0.93 and 0.83.
However, the significant increase in parsing rules resulted
in a major problem of extracting unnecessary elements.

In this article, we consider that restricting the input syn-
tax to some extent can solve the above-mentioned. Section
2 explains the terminology. Then Section 3 describes pre-
vious studies. Section 4 discusses related research. Sec-
tion 5 gives the proposed sentence structure. Section 6

describes the experimental evaluation methodology. Sec-
tion 7 describes the results. Section 8 discusses on the
results. Finally, Section 9 provides conclusion and future
outlook.

2 PRELIMINARIES

2.1 Morphological Analysis
Morphological analysis is the process of dividing input

sentences into words and recognizing their parts of speech
and conjugations. In this paper, our research group use an
existing tool, kuromoji [3]. It is an open-source Japanese
morphological analyzer developed in Java, and is capable
of word segmentation, part-of-speech tagging.

2.2 XPath
XPath stands for XML Path Language [4]. It is a concise

syntax for extracting specific parts of a document in XML
format. Using this tool, you can follow the elements you
want to extract from a tree of sentences. This tool allows
you to follow the elements you want to extract from a tree-
structured document like a file path.

2.3 NuSMV
NuSMV is a software tool for the formal verification

of finite state systems. Other model checking tools be-
sides NuSMV include SPIN and UPPAAL. It has been
developed jointly by FBK-IRST and by Carnegie Mellon
University [5]. NuSMV allows to check finite state sys-
tems against specifications in the temporal logics CTL
and LTL. The input language of NuSMV is designed to
allow the description of finite state systems that range
from completely synchronous to completely asynchronous.
The NuSMV language provides for modular hierarchical
descriptions and for the definition of reusable components.
The basic purpose of the NuSMV language is to describe
the transition relation of a finite Kripke structure [6]. This
provides a great deal of flexibility, however, it can intro-
duce danger of inconsistency for non expert users at the
same time.
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3 PREVIOUS RESEARCH

In order to extract the elements of the transition model,
we decomposed sentences into words and tagged them with
parts of speech using the morphological analyzer kuromoji.
Further, our research group created a syntactic tree using
the CYK method [7]. Then, the proposed method clas-
sified the syntax with XPath and extracted the specified
elements. As a result, the recalls of state variables and
variable values were 1.00, and the precisions were 0.93 and
0.83, showing high accuracy for the 36 input sentences de-
scribed in the description of the Electric Pot (7th edition)
[8]. However, there is a wide variety of word orders in the
input sentences, such as inverted sentences and emphatic
sentences. Our research group considered that creating
rules for syntax tree creation and element extraction in
consideration of such cases would require an unrealistic
number of rules. In fact, the number of syntax tree cre-
ation rules for 36 input sentences was 163, and the number
of element extraction rules increased as well, resulting in
the extraction of extra elements and reducing the precision.

4 RELATED WORK

There are a number of studies that convert specifica-
tions written in natural language to UML (Unified Model-
ing Language) or Model Checking.

In order to extract the components of the model, there
is an attempt to use a dependency parsing instead of manu-
ally creating phrase structure rules [9]. They used “ChaboCha”
[10] for the dependency parsing. “ChaboCha” uses ma-
chine learning called Support Vector Machine, so there is
no need to set rules for parsing [11]. As a result, all state
variables and variable values could be extracted as in the
extraction with clause structure rules, but extra elements
were extracted.

In addition, there are also studies that have attempted to
generate class diagrams by extracting elements from En-
glish sentence specification based on the SBVR (Seman-
tics of Business Vocabulary and Business Rules) [12] stan-
dard established by OMG (Object Management Group)
[13]. In order to map SBVR to the UML class model, it
is a matter of extracting SBVR vocabularies from SBVR
rules and translating SBVR vocabularies into the basic el-
ements of the UML class model (class names, relations,
etc.). The SBVR vocabulary consists of definitions of all
specific terms and concepts used in the course of busi-
ness. They classify SBVR vocabularies as common nouns,
proper nouns, verb concepts, quantification(“a”, “an” and
prefixed with “s”), partitive fact types (“is part of,” “in-
cluded in,” or “belong-to”), etc. using SBVR rules and
natural language processing. And then, they use their own
rules to map from the classified SBVR vocabulary to the
elements needed for the class diagram. For example, a
common noun maps to a class name. Characters or unary

fact type(associated an object type) map attribute name.
As a result, class diagrams could be generated with high
accuracy.

There are also studies that convert from natural lan-
guage processing to SBVR representation [14]. It has been
reported that when a meta-model is created and require-
ment specifications in natural languages are converted into
that meta-model, the formal logic of SBVR allows require-
ments to be easily processed by machines and element ex-
traction to be performed with high accuracy. Similar study
is being conducted on Japanese specifications. Study is
being conducted to develop a support tool that automati-
cally generates UML text from Japanese requirement spec-
ifications using natural language processing [15]. The tool
automatically generates object diagrams, class diagrams,
sequence diagrams, use case diagrams, and state machine
diagrams. As a result, they were able to successfully gen-
erate UML with high accuracy. However, it has the disad-
vantage of being cumbersome when the proposed method
does not match the method that the designer wants to
adopt.

Another study proposed a method to automatically gen-
erate a temporal logic formula that can be mapped to an
inspection formula as an intermediate process of extracting
state-transition relations from conditional sentences that
appear in specifications [16].

5 PROPOSED METHOD

The ultimate goal of this research is to automatically
create state transition models from requirement specifica-
tions written in natural languages and model checking. In
order to improve the aforementioned problem, we devised a
method to extract elements by defining a certain restricted
stylistic description in our previous study [17]. Then, a
GUI element support tool was devised to present the ex-
traction results to the specification writer in real time at
the stage of creation, and to encourage the writer to cor-
rect the sentence. In this study, we decided to devise an
input sentence that can be easily converted to a state tran-
sition model description automatically, referring to previ-
ous studies. The following sections describe the elements
to be extracted, the input sentence creation method, the
proposed grammatical structure, and the outline of the el-
ement support tool.

5.1 Extracted Elements

The model used in this study is NuSMV. The descrip-
tion of NuSMV consists of sections defining the set of state
variables and variable values, the initial state, and the des-
tination state [17].And we believe that if we can extract all
the necessary elements for the destination state, we can ex-
tract all of them. Because there is always a set of variable
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values for the state variable in the description of the des-
tination state.

Therefore, we decided to extract the five elements of
state variable, pre-transition variable value, transition con-
dition, user behavior, and post-transition variable value in
order to also enable automatic creation of state transition
diagrams from requirement specifications written in natu-
ral language. The description part of the destination state,
which represents the five elements of state variables (red),
pre-transition variable values (blue), transition conditions
(green), user behavior (purple), and post-transition vari-
able values (yellow), is shown in Figure 1.

In addition, state variable, pre-transition variable value,
user behavior, and post-transition variable value are essen-
tial to execute NuSMV.

Figure 1: Example of model checking description

5.2 Sentence Preparation Procedure
We created specification sentences with restricted gram-

mars in order to make the sentences easy to be automati-
cally extracted into the NuSMV model. The requirements
specification document used as reference in this study is the
Electric Pot (7th edition) [8]. In creating the restriction
grammar, we first wrote the NuSMV model description of
the Electric Pot (7th edition). The reason for creating a
NuSMV description is to find transition state statements
that are omitted in the requirements specification descrip-
tion so that NuSMV can be executed. For example, “When
the lid is open and the user closes it, the lid closes” is not
included in the specification, so it was complemented. Two
students with knowledge of NuSMV read the specification
description (in Figure 2) and created a NuSMV model.

Next, they checked whether the created model satisfy
timed properties expressed in LTL. The letter “U ’’be-
tween variables “condition ’’and “check ’’ in the LTL-
SPEC description stands for “until.’’The whole expression
“condition until check’’stands for “condition” holds until
“check” holds. An example of condition phrase in a natu-
ral language corresponding “condition ’’variable is “the
user is pressing or releasing the hot water button while
the water is being supplied.’’Another example of those is
“the water temperature is low when the user presses the
boil button. ’’

On the other hand, an example of condition phrase in a
natural language corresponding “check ’’variable is “the
safety lock does not turn on and the water does not boil’’

Figure 2: Example of referenced specification description

(the contents of line 65). When performing model check-
ing, the contents described in the 65th to 69th lines of List-
ing 1 were substituted into the “check” variable of the LTL
expression on the 73rd line. As a result, the model checker
returned true on all checks. Therefore, it was confirmed
that no counterexamples for the five LTL properties(lines
65 to 69) were found.

In this way, it was found that the state transition model
corresponding to water boiling function of the Electric pot
(7th edition) satisfied properties from 1 to 5(lines 65 to 69)
We believe that the model created can be used for safety
verification. In addition, it is also possible to intention-
ally output a counterexample in model checking to check
whether a specific operation is possible. For example, “If
the ‘condition’are met when the lid was open,’’is model
checked. As a result, as shown in Fig. 3, desired coun-
terexample was output.

Thus, it was possible to confirm that there was no prob-
lem with the model. Since it was confirmed that there was
no problem in the model, We consider a statement that
includes the elements needed to create a model.

Listing 1: Example of NuSMV model
1 MODULE main
2 VAR
3 Controller : {supply, supply_stop,

boil, can_use, cann_use, idle};
4 Human : {kp_s, p_b, wait, i_o, u_o,

c_r, o_r,r_s, on_slb, off_slb,
adj_wl};

5 Water_level : {proper,not_proper};
6 Rid : {open, close};
7 Temp : {low, high};
8 S_L:{on,off};
9

10 DEFINE
11 otherwise :=TRUE;
12 ASSIGN
13 init(Controller):= can_use;
14 init(Human) := wait;
15 init(Water_level) :=

not_proper;
16 init(Rid):= open;
17 init(Temp):= low;
18 init(S_L):= on;
19
20 next(Controller) := case
21 Human = kp_s & Temp =
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high & Controller
!= cann_use &

Rid = close & S_L
= off : supply;

22 Controller = supply &
Human = r_s :
supply_stop;

23 Human = p_b &
Water_level =
proper & Temp =
low & Rid = close
: boil;

24 Human = i_o &
Controller =
cann_use: can_use;

25 Human = u_o &
Controller =
can_use : cann_use
;

26 Controller = can_use :
idle;

27 Controller = boil :
can_use;

28 Human = c_r &
Controller = idle
& Water_level =
proper : boil;

29 otherwise : Controller
;

30 esac;
31
32 next(Human) := case
33 Rid = open &

Water_level=
not_proper :
adj_wl;

34 Human = kp_s : {kp_s,
r_s};

35 Controller != cann_use
& Controller !=

supply: {kp_s,
wait,p_b, u_o, c_r
, o_r, on_slb,
off_slb} ;

36 Controller = cann_use
: {i_o, o_r, c_r
};

37 otherwise : Human;
38 esac;
39
40 next(Water_level) := case
41 Human = adj_wl & Rid =

open &
Water_level =
not_proper: proper
;

42 otherwise :
Water_level;

43 esac;
44
45 next(Rid) := case
46 Human = c_r & Rid =

open: close;
47 Human = o_r & Rid =

close & Controller
!= boil &

Controller !=
supply : open;

48 otherwise : Rid;
49 esac;
50
51 next(Temp) := case
52 Controller = boil :

high;
53 Human = wait : low;
54 otherwise : Temp;
55 esac;
56
57 next(S_L) := case
58 Human = on_slb & S_L =

off & Rid =
close & Controller
!= supply : on;

59 Human = off_slb & S_L
= on & Rid =
close & Controller
!= supply : off;

60 Human = r_s & S_L =off
: on;

61 otherwise : S_L;
62 esac;
63
64 DEFINE
65 check1 := S_L = on &

Controller = supply;
66 check2 := Rid_sensor = close

& Controller = supply;
67 check3 := Rid = open &

Controller = boil;
68 check4 := Water_level =

not_proper & Controller =
supply;

69 check5 := Temp = low &
Controller = supply;

70 condition1 := (Controller =
supply) -> ((Human = kp_s
)|(Human = r_s));

71 condition2 := (Human = p_b)
->(Temp = low);

72 condition := condition1 &
condition2;

73 LTLSPEC !(condition U check2)

Figure 3: Counterexamples for boiling transitions
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5.3 Proposed Sentence Structure
As shown in Section 5.1, the proposed sentence structure

consists of five elements. Figure 4 to Figure 7 show the
sentence structures and examples of sentences using the
Element Extraction Support Tool.

5.3.1 Proposed Sentence (1)

The first is a sentence type that describes all elements
of the state variable, pre-transition variable value, transi-
tion condition, user behavior, and post-transition variable
value, as shown in Figure 4.

Figure 4: Proposed sentence structure (1)

5.3.2 Proposed Sentence (2)

The second is a sentence structure in which elements other
than transition conditions are arranged as shown in Figure
5.

Figure 5: Proposed sentence structure (2)

5.3.3 Proposed Sentences (3) and (4)

The third and the fourth are sentence structures (1) and
(2) without the state variable. The reason for adopting
this sentences is that the state variable is not implicitly
described in the specification. Therefore, we will consider
providing the ability to supplement the state variable with
the proposed tool (in Fig. 6).

Figure 6: Proposed sentence structures (3) and (4)

5.3.4 Proposed Sentence (5)

As shown in Figure 7, the fifth is a sentence structure
consisting of a pre-transition variable value and a post-
transition variable. In the requirements document used as
a reference [8], there are different variable names with the
same meaning.

Therefore, we adopted this sentence structure in order to
recognize that the variable names have the same meaning
by describing this sentence.

Figure 7: Proposed sentence structure (5)

5.4 Element Extraction Support Tool
With reference to the tools devised in related studies

[17], we developed a tool. Figure 8 shows the overview of
the tool. By analyzing input sentences written in an Excel
file, the contents of the xml file describing the extracted
elements are output.

Figure 9 shows the window view of the tool. The left side
shows the input sentences of the excel file and the right side
shows the extraction results. The tool currently provides
four functions: saving of input text, deleting input text,
generating a new input text, and analyzing the results of
the input text.

We will discuss each of these functions in detail in the
following sections.

Figure 8: Tool Overview

5.4.1 Editing and Saving

The area for describing requirement specifications is a text
field that can be freely edited on the tool. You can freely
edit the text on the tool.
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Figure 9: Developped Element Support Tools

When we press the “save” button at the bottom of the
window on the left side of Figure 9 , the text file that
executes the program saves the input sentences.

5.4.2 Deletion

If there is the unwanted sentence as shown in Figure
10, press the “Delete” button to the left of the component
name. Then, we can delete the sentence by pressing our
“Update” or “Delete” button.

Figure 10: Delete Function

5.4.3 Generation

Pressing the “New” button at the bottom of the left win-
dow in Figure 9, the window shown in the red frame in
Figure 11 appears. We then select the name of the new
input statement component we are adding. If component
name is not in the selection, we can type it directly in the
text field.

5.4.4 Analysing Results

When we press the “Update” button at the bottom of the
window, we will extract the elements from the input sen-
tences and display them as shown in Figure 12.

6 EVALUATION EXPERIENCE
The descriptions in Chapters 2 and 3 of the Electric Pot

(7th edition) [8] are translated into the NuSMV model.

Figure 11: Generating Function

Figure 12: Analysis Result Display
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We then converted again into the proposed sentence struc-
ture in Japanese. As shown in Figure 13, 31 sentences are
used as input sentences. The following research question is
formulated to verify the validity of the proposed sentence
structure.

The RQ1 is verified by calculating the reproduction re-
call and the precision.
RQ1: Can the proposed sentence structure be used to ex-
tract elements accurately?
RQ2: Can the number of parse tree creation rules be re-
duced compared to the 163 rules in the previous study [2]?

Figure 13: Input Sentences

7 EXPERIMENTAL RESULTS
Table 1 summarizes the results of the expreriments. It is

judged that the elements are consistent even when particles
or verbs are attached to the elements to be extracted, since
the element specification is done in phrases. RQ1 and RQ2
can be answered as follows.
RQ1: The recall and precision for all elements are 1.00, as
shown in Table 3. Therefore, it is possible to extract the
elements accurately.
RQ2: The number of parse tree creation rules used in the
evaluation experiment was 56, and the proposed sentence

structure can significantly reduce the number of parse tree
creation rules.

Table 1: Recall Precision

Elements Recall Precision
State variable 1.00 1.00
Pre-transition variable value 1.00 1.00
Transition condition 1.00 1.00
User behavior 1.00 1.00
Post-transition variable value 1.00 1.00

8 CONSIDERATION

We found that the proposed sentence structure greatly
improves the extraction accuracy. The proposed method of
sentence structure construction can be applied to a variety
of sentence styles with a small number of syntax tree cre-
ation rules. In the evaluation experiment, element extrac-
tion was performed on sentences created using a sentence
structure that is easy to extract elements from the NuSMV
state transition model. Therefore, it is easy to imagine that
the reproduction recall and precision are both 1.00 for all
the elements.

In this paper, we created input sentences based on the
state transition model after creating the state transition
model. However, we believe that other requirement speci-
fication descriptions with the proposed sentence structure
can be used to automatically create descriptions of transi-
tion relationships sentences.

However, limiting the number of input sentences has cre-
ated the problem of whether users can write verbose sen-
tences or not.

9 CONCLUSION

The goal of this paper is to create state transition mod-
els directly from requirement specifications. Therefore, we
classified the elements necessary to compose a description
of the transition relationship into five categories. These
five elements are the elements that compose the descrip-
tion of the transition relationship between the variable val-
ues possessed by the state variables. We also proposed a
five sentences pattern to facilitate the extraction of these
elements. Moreover, the descriptions of the transition re-
lations in the state transition model were converted into
Japanese sentences with the proposed sentence structure.
Then, we conducted an extraction experiment of the con-
verted Japanese sentences using natural language process-
ing. The result was that the recalls and precisions for all
elements were 1.00. In addition, we also developed an ele-
ment extraction support tool.
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There are two things we plan to do in the future. The
first is to define the sentence structure of the statement,
including the description of the initial state and state rules.
Therefore, we redefine the sentence structure of initial and
transition states so that they do not cover each other.
Then, we believe that all the elements necessary to cre-
ate a state transition model for NuSMV can be extracted
from natural languages by modifying the syntax tree cre-
ation rules and element extraction rules.

The second is to implement a guidance function in the
tool that would allow the proposed sentence structure to
be described. Current element support tools cannot ex-
tract elements without understanding the sentence struc-
ture proposed by the writer. Therefore, we believe that
we can improve the current tool by adding a function that
prompts the user to rewrite the sentence if the writer does
not write the sentence with the proposed sentence struc-
tures.
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-To date, olfactory displays based on various 
principles have been developed to present controllable scents. 

In this study, to design a novel piezoelectric olfactory 
display, we conducted experiments to determine the 
appropriate channel height at which the bottom of the air flow 
channel does not come in contact with the sprayed purified 
water; in addition, we obtained the appropriate shape of the 
connection between the liquid fragrance atomizing 
mechanism and the air flow channel. 

Accordingly, it was inferred that when the distance from the 
piezoelectric element surface to the bottom of the air flow 
channel was ≥ 70 mm, contact between the atomized purified 
water and the bottom of the channel could not be confirmed. 
It was also deduced that the retention of atomized droplets 
can be reduced by connecting the airflow channel with a 
rectangular hole that matches the size of the bottom of the 
liquid fragrance tank and reducing the distance from the 
upper surface of the airflow channel to the bottom of the 
liquid fragrance tank to ≤ 1 mm. 

: olfactory display, pulse ejection, droplet 
atomization 

Various forms of olfactory display have been developed for 
system-controllable scent presentation devices. Bannai et al. 
developed droplet atomization-type olfactory displays that 
can be controlled in 100-ms increments, to primarily 
investigate human responses to olfactory stimuli [1].  

A unique feature of droplet atomization olfactory displays 
is the pulsed presentation of the scents. Pulsed presentation 
of scents is a method of presenting scents by intermittently 
atomizing liquid fragrances for a short period (0.1–0.3 s), 
thereby reducing the amount of atomization and the effects of 
adaptation and lingering scents. 

Nakamura et al. developed an olfactory display using a 
piezoelectric element as a droplet atomization mechanism, to 
improve maintainability and simplify the structure of droplet 
atomization-type olfactory displays. [2]. Nakamura et al.'s 
piezoelectric olfactory display vibrates its piezoelectric 
element at 100 kHz when a voltage is applied, and the liquid 
in contact with the surface of the piezoelectric element can be 
atomized as tiny droplets from the opposite side through the 
central group of micropores. This piezoelectric element is 
attached to the bottom of the liquid fragrance tank and can 
control the atomization of the liquid fragrance in 1-ms 
increments. 

In principle, the atomized fragrance components may be 
subject to turbulent diffusion in the process of being 
transported by air or retention in airflow channel depressions. 
Seta et al. conducted experiments to validate the performance 
of Nakamura et al.'s piezoelectric olfactory display [3]. 

Accordingly, it was verified that the atomized liquid 
fragrance contacted the bottom of the airflow channel before 
being fully vaporized, and then remained as droplets. 

These problems may result in the continuous presentation 
of scents independent of the intention of the system, which 
may severely affect the accuracy of the results obtained from 
olfactory characterization studies via this system. 

In this study, to design novel piezoelectric olfactory 
displays, experiments were conducted to determine the air 
flow channel height at which the bottom of the air flow 
channel does not come into contact with the atomized liquid 
fragrance. The condition of the atomizing droplets was 
captured using a digital camera from the side, and the 
presence or absence of droplet adhesion was verified from the 
video. We checked for atomization by altering the height of 
the floor and confirmed the minimum distance at which the 
droplets do not adhere to the floor.  

A simulation also measures the amount of the atomized 
substance exiting from the air flow channel with a delay from 
the system's intended scent presentation time due to 
entrapment of the atomized substance in the vortex generated 
by the depression in the connection between the droplet 
atomization mechanism and air flow channel. 

Accordingly, it was deduced that when the distance from 
the surface of the piezoelectric element to the bottom of the 
channel was ≥ 70 mm, contact between the atomized purified 
water and the bottom of the air flow channel was not observed. 

Instead of the conventional method of connecting the liquid 
fragrance tank and the air flow channel with a circular hole, a 
rectangular connection was made to match the size of the 
bottom of the liquid fragrance tank, and the distance between 
the upper surface of the air flow channel and the bottom of 
the liquid fragrance tank was reduced to ≤ 1 mm, thereby 
reducing the retention of the atomized substance due to vortex 
in the depression that connects the liquid fragrance tank and 
the air flow channel. 

By designing the air flow channel of a piezoelectric 
olfactory display that considers these two results, the 
presentation of scents is expected to be possible in a time 
closer to the intention of the system than with conventional 
devices. 
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Among the devices that present stimuli to the five human 
senses, those that present visual stimuli are called displays, 
while those that present olfactory stimuli are called olfactory 
displays. Odors are sensed when odorants with a molecular 
weight of less than approximately 300 are captured from the 
air by the olfactory receptor cells in the olfactory epithelium 
of the nasal cavity. Olfactory displays are artificial scent 
presentation systems that provide a mechanism that delivers 
fragrance components to the user's nose by volatilizing 
liquids such as essential oils and synthetic fragrances, which 
are sources of the scent. 

In olfactory displays, the basic functional components 
include a volatilization method of liquid fragrance, a 
concentration control method of volatilized fragrance 
combined with a mixing method of multiple fragrances, and 
a time control method to determine the presentation time and 
when the odor is delivered to the user; in addition, various 
methods have been proposed [4]. 

Bannai et al. developed an inkjet olfactory display using an 
inkjet printer cartridge as the droplet atomization device. 

The inkjet olfactory display employs the nozzle of a 
commercially available inkjet printer to eject tiny droplets of 
a solution containing a certain concentration of liquid 
fragrance, instead of ink. A fan installed at the rear of the 
device blows air to vaporize microdroplets in the air and 
directs fragrance components to the user's nose, thereby 
presenting a scent to the user. The microdroplet ejection can 
be controlled in 0.1-s increments, and 255 ejection heads can 
simultaneously eject droplets. The number of microdroplet 
ejections can be modified in the application, and the ejection 
volume can be altered in 256 steps from 0 to 255. Each 
ejection head can eject approximately 4.7 pL droplets at 
intervals of 1–150 ejections per 0.1 s. Hence, the amount and 
timing of the liquid fragrance ejection can be fine-tuned, thus 
enabling the pulse presentation of scents by repeatedly 
presenting minute droplets of liquid fragrance for 
significantly short durations. 

It has been reported that this method reduces the challenges 
posed by olfactory adaptation, in which the user becomes less 
sensitive to smells when continuously exposed to odor stimuli, 
including the problem of lingering smells, in which smells 
remain in space and mix when the olfactory display is 
continuously used, compared to olfactory displays that 
continuously present scents [5]. By presenting scents to 
subjects with varying intensities and high accuracy, it was 
possible to determine the detection threshold, which is the 
minimum intensity at which a person perceives the presence 
of a certain scent. 

Experiments were conducted using this olfactory display to 
measure human olfactory characteristics, and revealed that it 
is possible to perceive scents without adaptation for more 
than one minute by presenting pulses of scents, that the 

detection threshold does not change during inhalation at the 
beginning, in the middle, or at the end of inhalation, and that 
the human olfactory system can perceive scents from the 
beginning to two thirds of the inhalation time within two 
seconds, the average inhalation time in a person at rest [5]. 

Furthermore, a study was conducted to investigate the 
interaction between olfaction and vection, a self-moving 
sensation derived from vision, using an inkjet olfactory 
display. The obtained results strongly suggested that vection 
stimulation influences olfaction [6]. 

However, the problem with this olfactory display is that its 
structure is complicated and it is not easy to clean. It has been 
verified that almost all the atomized fragrance droplets 
vaporize, but the fragrance adheres to the connection between 
the ink cartridge and the airflow channel, as well as to the 
injection port. Furthermore, the principle of droplet ejection 
is based on the thermal method, in which bubbles are 
generated in a liquid by heating, and then ejected by the 
pressure of the bubbles, which limits the use of heat-sensitive 
fragrances. 

Nakamura et al. developed a piezoelectric olfactory display 
that adopts a piezoelectric element as a droplet atomization 
mechanism to circumvent the disadvantages of inkjet 
olfactory displays, such as thermal injection, difficulty in 
downsizing the atomization mechanism, and complicated 
cleaning and maintenance [2]. 

 Figure 1 illustrates the operation of the piezoelectric 
olfactory display. The device uses a fan to blow the liquid 
fragrance atomized by a piezoelectric device built into a 
liquid fragrance tank, to present a scent to the user. The 
piezoelectric device has a diameter of approximately 1 cm 
and 100 micropores of 9-μm diameters drilled in its center. 
Although the liquid fragrance in the liquid fragrance tank 
does not pass through the micropores owing to surface 
tension when no voltage is applied, it is atomized through the 
micropores by vibration when voltage is applied. The 
piezoelectric device oscillated once every 10 μs, and each 
oscillation could control the atomization at approximately 
167 pL. A fan was employed to blow air over the atomized 
liquid fragrance, promote the volatilization of the liquid 
fragrance, and present the scent to the user. 

A 3-mL capacity liquid fragrance tank was placed above the 
piezoelectric device, and the fragrance in the tank was 
continuously ejected from the piezoelectric device. The tank, 
piezoelectric device, and piezoelectric device holder at the 
bottom of the tank were removable for easy cleaning and 
maintenance. 

Figure 1: Cross-sectional image of piezoelectric 
olfactory display (side). 
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An experiment to measure the mass of purified water 
atomized 10 times for 10 s verified that the average injection 
mass was 0.17 g (standard deviation: 0.0077) and remained 
constant regardless of the number of atomization. Different 
types of fragrances have different viscosities, surface tensions, 
and other characteristics; hence, the fragrance solutions to be 
atomized in olfactory displays must be adjusted for their 
composition. 

 Nakamura et al.'s olfactory display air flow channel has a 
cross section 20-mm high and 60-mm wide, which follows 
the structure of the inkjet olfactory display. To install the 
liquid fragrance tank, a 10-mm rise section was provided at 
the top of the air flow channel, and a cylindrical hole with a 
diameter and height of 15 mm and 15 mm, respectively, was 
made in the rise. The surface of the liquid fragrance tank was 
attached to the top of the raised section, and atomization was 
directed vertically toward the bottom of the air flow channel. 
To prevent the piezoelectric device from being directly 
touched by hands, a 5-mm high dimple exists from the bottom 
of the liquid fragrance tank, as a frame to protect the surface 
of the piezoelectric device, and a space for fixing the 
piezoelectric device exists above the frame. Therefore, the 
distance from the atomization position of the piezoelectric 
device to the bottom of the channel is 40 mm. 

This is equivalent to the atomized height of an inkjet 
olfactory display, and previous experiments using inkjet 
olfactory displays reported that the atomized substance was 
sufficiently vaporized in the air flow channel [1]. Therefore, 
it was assumed that the atomized substance, used in the 
experiment, in the piezoelectric olfactory display vaporizes 
immediately after ejection and does not remain as droplets on 
the wall surface. 

However, the atomization mechanisms of the inkjet and 
piezoelectric device olfactory displays are different, 
including the composition of the liquid fragrance solution; 
hence, the vaporization of the atomized substance is also 
expected to be different. 

Seta et al. created an acrylic plate air flow channel with a 
height of 20 mm and a width of 60 mm to confirm the 
conditions in the air flow channel immediately after the 
atomization of droplets in the piezoelectric device olfactory 
display of Nakamura et al. They connected a liquid fragrance 
tank of Nakamura et al.'s method to the acrylic plate air flow 
channel and observed the inside of the air flow channel by 
capturing video images of the inside of the air flow channel 
at the time of atomization. The results showed that the 
atomized substance adhered to the bottom surface of the 
conventional structure as droplets at the time of atomization 
of a banana liquid fragrance and purified water and 
evaporated later than after the system had finished atomizing 
them.  

A cylindrical cavity exists at the connection between the 
liquid fragrance tank and the air flow channel to maintain 
more distance between the bottom of the air flow channel and 
piezoelectric device. 

However, it is known that the cavity shape facing the flow 
triggers unstable flow owing to the contact between fluids 
with significantly different velocities, thereby resulting in 
vortex-like flow [7].  

When such vortexes are generated, fragrance components 
may be retained because of the vortexes. This may cause the 
fragrance components that remain in the cavities to gradually 
leak out and reach the system user, even after the end of 
atomization. This problem has not been considered in 
conventional piezoelectric olfactory displays. 

To accurately determine a person’s scent detection 
thresholds using a droplet atomizing olfactory display, it is 
necessary to switch between odorless and attached states with 
a high degree of accuracy [8]. If the presentation state by the 
system is odorless but the subject is actually presented with a 
scent because of the above problem, the olfactory 
characteristics of the subject may not be measured correctly. 

In this study, we experimentally determined the height of 
air flow channel where no droplet adhesion is observed on the 
bottom of the air flow channel when liquid fragrance is 
injected in a piezoelectric olfactory display.  

Simulations were also performed to confirm vortex 
generation and retention of the atomized substance in the 
depression at the connection between the fragrance atomizing 
mechanism and air flow channel and to determine the shape 
of the connection to reduce vortex generation and retention. 

To determine the minimum distance at which a droplet is 
atomized by the piezoelectric device without contacting the 
bottom of the airflow channel, an experimental airflow 
channel was constructed using acrylic plates. Figure 2 
presents the configuration and dimensions of the 
experimental airflow channel. 

In the experiment, the distance from the piezoelectric 
device to the bottom of the airflow channel was varied, and a 
video of the droplet atomization was captured. The video 
images of the atomized droplets were observed and checked 
for the presence or absence of droplet adhesion to the bottom 
of the air flow channel. The threshold value of the bottom 
height for the presence/absence of deposits at the bottom of 
the airflow channel is defined as the minimum distance 
without contact with the airflow channel bottom when 
atomizing droplets. 

Previous experiments have demonstrated that liquid 
fragrances containing ethanol or other solvents vaporize 
faster than purified water, and by determining the threshold 
of the bottom height relative to purified water, it is possible 
to consider liquid fragrances that may be used in the future 
[3]. Therefore, only purified water was utilized in this 
experiment. 

The experimental airflow channel employs a bottom surface 
whose height can be modified as desired, which is referred to 
as a movable floor in this study. The movable floor was an 
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acrylic plate with the same dimensions as the bottom of the 
airflow channel, wrapped with vinyl tape at both ends, and 
fixed in position by friction with the acrylic plate on the 
channel side. Therefore, the movable floor can be easily 
removed when changing the bottom height. 

To maintain constant conditions on the movable floor 
surface during continuous injection, each time the bottom 
height was changed, the surface was wiped with a paper rag 
moistened with purified water, and then the surface was 
wiped dry again with a dry paper rag. When fixing the 
movable floor, the height of the installed surface was checked 
with a digital caliper, and a level was used to check the level 
at the part protruding from the channel before conducting the 
experiment. 

The air velocity in the air flow channel during the droplet 
atomization experiment was 1.8 m/s, which has been adopted 
in conventional experiments on inkjet olfactory displays [1]. 
A PWM-controllable PC fan was utilized to provide a 
constant airflow in the experimental airflow channel. The 
selection of the fan to be used is based on the maximum 
airflow rate, and the fan is required to sufficiently satisfy the 
target air velocity over the entire experimental air flow 
channel cross section. Blowing air by rotating fans generates 
a low velocity near the center of the air velocity distribution, 
asymmetrical bias, and turbulence. To improve the 

reproducibility of the experimental results, it was necessary 
to stabilize the airflow in the experimental airflow channel. 

In this experimental air flow channel, a grid-like structure 
used for rectification in the experimental wind tunnel was 
installed in the cross section of the air flow channel that flows 
into the air flow channel from the fan mounting area. Previous 
experiments have demonstrated that the grid shape is 
effective in stabilizing the airflow in the air flow channels of 
piezoelectric olfactory displays when the pitch width, plate 
thickness, and open area ration are 5 mm, 1 mm, and 60%, 
respectively [9]; in addition, the same parameters will be 
adopted in this study. The fan was mounted in the direction 
of intake from the top of the experimental apparatus and 
perpendicular to the cross-section of the air flow channel, to 
reduce the influence of the low-speed portion at the center of 
the fan. 

During the experiment, an anemometer was placed at the 
center of the cross section, which is at the end of the 
experimental air flow channel, and the power of the fan was 
adjusted to achieve the target wind velocity while checking 
the wind velocity. The experiment was allowed only between 
wind speeds of 1.8 ±0.03 m/s. 

To verify the maximum air velocity and the rectification 
effect in the experimental air flow channel and to check 

Figure 4: Wind speed distribution (h = 100 mm). 
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Figure 3: Wind speed distribution (h = 200 mm). 

Rectification grid

Figure 2: Structure of experimental channel (unit: mm). 

Horizontal 
(h = 100 mm)

Vertical 
(h = 100 mm)

Horizontal 
(h = 200 mm)

Vertical 
(h = 200 mm)

Average wind velocity (m/s) 2.61 2.70 2.80 2.70 
Standard deviation 0.21 0.12 0.21 0.06 

Table 1: Average wind velocity of channel cross section 
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whether the use of the movable floor caused a significant 
disturbance of the air velocity distribution in the air flow 
channel cross section, the air velocity distribution was 
measured at the vertical and horizontal centers of the cross 
section at the airflow channel end when the experimental air 
flow channel height was h = 200 mm and h = 100 mm with 
the movable floor at the output under the maximum airflow 
rate of the fan. 

In both cases, the vertical wind velocity distribution was 
almost flat, with an average of approximately 2.7 m/s, and the 
horizontal wind velocity distribution was almost symmetrical, 
with the fastest near the center and gradually slowing down 
as it approached the wall (Figures 3 and 4). Table 1 presents 
the average wind velocity and standard deviation of the cross 
section of the experimental air flow channel. 

The obtained results indicate that the experimental air flow 
channel can be utilized for this experiment because the target 
air velocity of 1.8 m/s is sufficiently satisfied, and negligible 
turbulence exists in the air velocity distribution owing to the 
asymmetric flow caused by the fan rotation and the influence 
of the movable floor.  

To obtain an appropriate shape for the connection between 
the liquid fragrance tank and the airflow channel, we checked 
the occurrence of vortexes inside it and compared the effect 
of its shape on the retention of the atomized substance. The 
shape of the connection between the air flow channel and 
liquid fragrance tank cannot be directly observed because the 
material of the liquid fragrance tank does not allow light to 
penetrate under the current experimental environment. If the 
atomized substance remains inside, the droplets will 
evaporate inside it and will be invisible. Therefore, in this 
study, the motion of the atomized substance was numerically 

calculated via fluid simulation, using the particle method to 
predict the internal state of the atomized substance. 

The particle method is a computational technique that is 
mainly adopted for fluid simulation, in which a continuum is 
discretely represented as a set of movable particles. The 
governing equations determine the forces acting on each 
particle, and the fluid phenomena can be calculated by 
continuously updating the coordinates of the particles over 
time. Compared with the lattice method, which describes 
fluid motion by dividing the space with a fixed grid and 
calculating the fluid inflow and outflow at the grid points, the 
particle method has the advantages of not requiring the space 
to be cut with a mesh and being able to easily track individual 
fluid elements as they flow in. In addition, by explicitly 
obtaining all terms of the governing equations, parallel 
computation is facilitated and benefits from accelerated 
calculation using GPUs. Therefore, the MPS explicit method, 
a particle method, is employed in this study to calculate the 
air flow in an air flow channel [10]. 

The air in the air flow channel and the atomized substances 
treated in this study were sufficiently slower than the speed 
of sound to be treated as incompressible fluids. The Navier-
Stokes equation in Equation (1) and the continuity equation 
in Equation (2) are adopted as the governing equations for 
incompressible fluids. 

    (1) 

               (2) 

where u, , P, v, F, and t denote the flow velocity, mass 
density, pressure, kinematic viscosity, external force, and 
time, respectively. Equation (2) refers to the law of 
conservation of mass in dynamics, and it was adopted to 
calculate the particle dynamics. 

In this study, calculations were performed using air and a 
vaporized banana liquid fragrance as particles in the MPS 
method with two parameters. The air particle parameters refer 
to the JIS standard pneumatic fluid power - standard reference 
atmosphere, with a humidity of 65%, a temperature of 20 °C, 
and a pressure of 1 atm as the setting environment [11]. From 
the setting environment, a density of 1.198 kg/m3 and 
kinematic viscosity of 1.505E-5 m2/s were adopted as 
parameters for air particles [12]. 

The parameters of the particles of the atomized substance 
are strictly a phenomenon of gradual vaporization in air from 
the liquid state immediately after atomization. However, for 
computational simplicity, the present simulation was based 
on the assumption that the particles enter the air in a gas state 
immediately after atomization. The substance to be atomized 
was a mixture of 5 % isoamyl acetate, 4.25 % ethanol, 0.94 % 
glycerin, 0.09 % propylene glycol, and 89.72 % water as 
banana fragrance, based on the composition ratio of a banana 
liquid fragrance solution that can be adopted in the 
piezoelectric olfactory display by Nakamura and colleagues 
[2]. Based on the molecular weight of each component and 
the mixing ratio, we obtained an average molecular weight of 
25.57 for the banana liquid fragrance mixture. Assuming that 
all the liquid mixtures with the average molecular weight 

Figure 5: Simulation environment (unit: mm). 
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were vaporized, the density of the particles to be sprayed was 
1.0631 kg/m3 according to Avogadro's law, which states that 
1 mol of gas has a volume of 24.04 L at a temperature of 20 °C 
and 1 atm. The kinematic viscosity was assumed to be 
1.505E-5 m2/s, the same as that of air particles. Figure 5 
illustrates the computational environment. 

The computational air flow channel has an inflow of air 
particles in an air flow channel cross section with a width of 
30 mm and a height of 70 mm, and the initial velocity was set 
to 1.8 m/s.  The computational air flow channel length was 
170 mm, the center of the inflow point of the particles of the 
atomized banana liquid fragrance was 50 mm from the inflow 
point of air, and the cross section of the computational air 
flow channel at 100 mm from the inflow point was the surface 
from which the flow rate of the particles of atomized banana 
liquid fragrance was measured. 

Figure 6 presents the shape of the cavity at the connection 
between the liquid fragrance tank and the airflow channel in 
the comparison model. The area of the trapezoidal rotator at 
the top of the cavity shape in Figure 6 represents the dimple 
in the frame protecting the piezoelectric device of the liquid 
fragrance tank, which was 5 mm high and fixed in all cases, 
with its top surface in contact with the atomizing surface of 
the piezoelectric device. The variables include the height of 
the cylindrical areas that are in contact with the dimple of the
liquid fragrance tank and the height of the rectangular area 
that matches the size of the bottom of the liquid fragrance 
tank, Thereby creating a cavity model with heights of 15 mm, 
5 mm, and 1 mm for the cylindrical and rectangular areas, 
respectively. The cavity shapes of the six patterns were 
compared. 

The initial inflow velocity of banana liquid fragrance 
particles is calculated from the distance traveled by the 
piezoelectric device during the atomization of purified water, 
which was recorded as a 240-fps movie, at the frame when 
the atomization is first observed, and in this calculation, it was 
11.322 m/s. Banana liquid fragrance particles flowed in a 
vertical direction from the center of the depression in the 
fragrance tank toward the bottom of the flow path. The 
banana liquid fragrance particles inflow was 0.3 s from 0.5 s, 
to 0.8 s from the start of the simulation, which represents a 
single pulse of injection. The calculation covered a period of 
up to 2.0 s, which is more than 1.0 s after the end of the inflow 
of banana liquid fragrance particles. 

The interior of the cavity shape was observed as the banana 
liquid fragrance particles flowed and vortex generation was 
checked. Banana liquid fragrance particles passing through 
the flow measurement surface were counted to obtain the time 
series variation of the volume flow rate per second. 
Furthermore, the total volume of the target particles passed 

during the 1-s period from 0.883 s to 1.883 s after the end of 
spraying, when the banana liquid fragrance particles were 
fully discharged from the channel without retention, was 
compared with the volume of the target particles that flowed 
late due to retention. Based on the above results, the most 
suitable shape for olfactory display among the shapes to be 
compared was considered. 

An experimental air flow channel was fabricated by 3D 
printer and acrylic sheet fabrication. Figure 7 illustrates the 
atomization at h = 34 mm. A digital camera was positioned at 
the center of the screen at an angle that captured the entire 
movable floor surface, and any droplet adhesion on the 
bottom of the channel during purified water spraying was 
illuminated by the white LED light adopted as illumination 
and visualized in white. 

Figures 8, 9, and 10 present the experimental results for h = 
34, 63, and 64 mm, respectively, during 1 s of purified water 
atomization, and the time series changed with the atomization 
start frame set to 0 s. These images were clipped only inside 

Figure 6: Comparison cavity shape (unit: mm). 

0.017 s

0.500 s

1.000 s

1.100 s

Figure 8: Experimental results (h = 34 mm, Color 
difference from 0 s and after contrast 
adjustment, Clipping only in air flow channel). 

Movable floor Anemometer

Liquid fragrance tank

Atomized water
Spirit levelAdhered droplets

Figure 7: Illustration of experimental results (h = 34 mm). 
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the airflow channel, and the difference in color values 
between the atomizing start frame and each frame was created 
using Adobe Photoshop CS5. The color values were output 
only for the areas that changed from the initial frame, and the 
areas that did not change are output in black. 

At h = 34 mm in Figure 8, droplet adhesion is clearly 
observed over a wide area of the movable floor surface. 
Droplets remained at the bottom of the air flow channel for 
1.1 s after the atomization was completed and the atomized 
substance had flowed out of the air flow channel. In Figure 9, 
at h = 63 mm, linear droplet adhesion is observed in the center 
of the movable floor in front of the air flow channel in the 

form of a thin line. In Figure 10, h = 64 mm, the atomized 
substance flowing in the channel was confirmed, as illustrated 
in Figure 9; however, no bottom adhesion was observed, and 
the same result was obtained in a total of six subsequent trials 
conducted for confirmation. 

Based on the computational environment set up, Prometech 
Particleworks 7.1 was employed as the simulation software 
for the calculations. The computing environment was a CPU: 
Intel core i9-10900K, memory:128 GB, OS: Microsoft 
Windows 10 Pro, and GPU: Nvidia RTX 8000. The 
computation time was approximately 30–35 h for each case 
in 2 s of real time. The number of particles in the entire 
channel was approximately 10 million. 

The calculation results were observed; in all cases, a vortex-
like flow was observed in the cavities connecting the liquid 
fragrance tank.  Figure 11 compares the total volume of the 
atomized substance passing through the measurement area 
between 0.883 and 1.883 s after the end of the atomization. 
The result of (A), a circular shape with a height of 15 mm, 
which is equivalent to that of the conventional device, 
exhibited the highest delayed flow, while the result of (F), a 
rectangular shape with a height of 1 mm, exhibited the lowest 
delayed flow. At the same height, the rectangular shape 
tended to have slightly less delayed flow than the circular 
shape. Figure 12 presents the time series variation of the 
volume of the atomized substance passing through the 
measurement area of geometry (A), (F), where the dotted line 
represents the inflow volume of the atomized substance. 

Figure 11: Total volume passing through the measurement 
surface up to 1 s after the end of atomization. 

0.017 s

0.500 s

1.000 s

1.100 s

Figure 9: Experimental results (h = 63 mm, Color 
difference from 0 s and after contrast 
adjustment, Clipping only in air flow channel). p

Figure 12: Simulation results Comparison of flow 
rate through shape (A) and (F). 

0.017 s

0.500 s

1.000 s

1.100 s

Figure 10: Experimental results (h = 64 mm, Color 
difference from 0 s and after contrast 
adjustment, Clipping only in air flow channel). 

International Workshop on Informatics ( IWIN 2022 )

29



The air flow channel height of the conventional 
piezoelectric olfactory display (h = 34 mm) was deduced to 
be insufficient because of the large amount of droplet 
adhesion on the bottom surface. Bottom adhesions were 
observed up to h = 63 mm, but no bottom adhesions were 
observed above h = 64 mm, even after repeated atomization. 
The required air flow channel bottom distance at the time of 
purified water atomization under a flow velocity of 1.8 m/s, 
when vibrating at 100 kHz using a piezoelectric device with 
100 micro-holes of 9 μm, was verified to be 70 mm, including 
the dimple in the liquid fragrance tank. 

In all cases, contact was observed on the sides during 
atomization; therefore, the 30-mm air flow channel width 
should be reviewed in the future.   

The simulation results demonstrated that the delayed flow 
rate of the atomized substance from the 20-mm high circular 
cavity was the largest, whereas the delayed flow rate from the 
6-mm high rectangular cavity was the smallest. It was also
inferred that, for cavities of the same height, the delay flow
rate tended to be smaller for the rectangular cavity than for
the circular cavity. Extending the cavity in the connection to
maintain the distance between the piezoelectric device and
the bottom of the airflow channel is not considered good
practice in the design of piezoelectric device olfactory
displays.

This suggests that, among the shapes compared in this study, 
the 6-mm high rectangular cavity is the most suitable for the 
shape of the connection of the piezoelectric olfactory display. 
The shape of the fragrance tank adopted in this study had a 5-
mm high dimple to protect the surface of the piezoelectric 
device; however, this shape was also inferred to be a factor in 
the generation of internal vortexes. From this perspective, 
there is room for further improvement in the shape of the 
outer frame of a liquid fragrance tank. 

Purified water atomization experiments were conducted to 
design a piezoelectric olfactory display by varying the bottom 
distance. To determine the appropriate cavity shape for 
connecting the liquid fragrance tank to the airflow channel, 
fluid simulations were conducted to determine the presence 
of vortex flow and its effect on the flow. 

The obtained results demonstrated that when purified water 
was atomized perpendicularly to the bottom surface for 1.0 s 
from a piezoelectric device with 100 micropores of 9 m in 

the center, and when air flow was present in the channel at an 
air speed of 1.8 m/s toward the outlet, the distance from the 
atomized position to the bottom surface was ≥ 70 mm, and 
the contact of the atomized droplets to the bottom surface was 
not confirmed. 

The obtained simulation results indicate that if a cavity 
exists at the connection between the droplet atomization 
mechanism and the air flow channel, a vortex may be created 
inside, which may cause the atomized droplet to remain in the 
air flow channel even 1 s after the end of injection. This 
suggests that, among the shapes compared in this study, the 
6-mm high rectangular cavity is the most suitable for the
shape of the connection to the piezoelectric olfactory display.
In the future, we will create a novel air flow channel structure
designed based on the results of this study. Furthermore, we
will conduct experiments on human subjects to verify the
effectiveness of the piezoelectric device olfactory display in
experiments and investigate the characteristics of human
olfaction.

The piezoelectric olfactory display with a novel air flow 
channel structure designed considering these two results is 
expected to reduce the difference between the time when 
fragrance components actually reach the subject and that set 
by the system, compared to the conventional model. 

The effectiveness of this method will be verified through 
experiments on test subjects and measurements using gas 
sensors. 
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Abstract -

The impact of plant diseases on agricultural production is

significant. Therefore, plant diseases must be removed or other-

wise treated as soon as they are detected. Conventional methods

have attempted to improve the accuracy of disease detection.

However, the current situation is costly in terms of collecting a

large amount of image data for disease detection, installing and

managing monitoring equipment, and extracting disease images.

In this study, we propose a method to segment an image of the

entire farm field using image processing based on the Hough

transform to isolate individual plants. We aim to improve the ac-

curacy of disease detection by performing disease identification

on cropped plant images using the proposed method. In the eval-

uation, we confirmed that the proposed method can trim a single

plant with an F-measure of 72.5%, which is approximately 7

percentage points higher than that obtained by segmenting plant

parts using CNNs.

Keywords: smart agriculture, plant disease, image process-

ing, Hough transform

1 Introduction
Zadoks et al. reported that more than one-third of agricultural

production is wasted due to plant diseases [1]. Since plant

diseases are spread by infection among plants, it is necessary

to remove or otherwise treat plant diseases as soon as they are

detected.

Several types of research conducted on this issue, aiming

at automating the prediction and detection of plant diseases.

Several methods using deep learning based on Convolutional

Neural Networks (CNNs) have been proposed. These researches

include the detection of cucumber and tomato diseases [2], [3].

In addition to vegetables, there are also researches to detect

diseases of rice plant [4].

Since these researches target the plant disease itself, they

require data on specific areas such as diseased leaves. Therefore,

more than 10,000 images need to be collected, and the cost of

installing and maintaining monitoring equipment and extracting

images of diseased areas cannot be ignored. Suwa, et al. propose

a method for detecting diseases by extracting plant leaves from

images of the entire field [3].

As described above, although disease detection has been con-

ducted for specific parts such as diseased leaves, but the research

on disease detection from images of the entire farm has not been

established. Therefore, we propose to construct a system that

can extract specific parts of a field, such as leaves, from the

entire farm field image.

In our study, we focus on potted flowers, which are arranged

in a grid pattern and thus each plant is easily extracted. We

propose a 2-step disease detection method, in which each plant

is extracted from the entire farm field image by segmenting the

potted flower area, and then each plant is identified for disease

identification. In this paper, we consider a method for potted

flower segmentation that uses feature extraction of grid patterns

that appear in the field image.

This paper is organized as follows. Section 2 reviews related

studies on plant disease detection, and Section 3 describes the

proposed method for detecting plant diseases from images of

the entire farm field. Section 4 evaluates the proposed method

and discusses the evaluation results, and Section 5 concludes the

paper.

2 Related Studies
Methods for detecting diseases in vegetables can be classified

into 2 categories: methods using deep learning based on CNNs,

and methods using image processing.

2.1 Plant Disease Detection Method Using Deep
Learning Based on CNNs

CNNs are widely used in image analysis and are also widely

used for plant disease detection. Fujita, et al. achieve 83.2% of

identification accuracy in the classification of 9 classes of plant

diseases on cucumber, including 8 types of diseased leaves and

healthy leaves [2]. Since these methods use image data trimmed

to a single leaf as training data, it is necessary to collect data on

leaves suspected to be diseased. Regarding the leaf trimming

problem, Suwa, et al. detected plant diseases from images of the

entire farm field and achieved disease detection rate of 91.1%

[3]. In this method, a 2-step detection process is used: leaf

extraction from the field image, and disease identification on the

extracted leaves.

Although the evaluation results of disease detection using

CNNs were reported to be generally highly accurate, these meth-

ods require a large amount of data, and the cost of data collection

is high. About 8,000 images were used in Ref.[2], and about
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Figure 1: Overview of Proposed System

50,000 images in Ref.[3]. The disease detection rate decreased

to 38.9% when images taken in a different farm field from the

one used for the training data were applied to the detector [3].

2.2 Plant Disease Detection Method Using
Image Processing

Several types of research use image processing to detect dis-

eases with a small number of data. Jadhav, et al. proposed a

method to extract only the image area of the disease on leaves

[5]. This research also used images of only a single leaf as

data like these researches [2], which does not reduce the cost.

Kawasaki proposed a method for trimming a single leaf from an

image of the entire farm field using image processing [6]. How-

ever, this method failed in trimming a leaf image. The reason

for this failure is stated to be that the image channels used for

feature acquisition are not suitable for leaf detection.

As shown in Ref.[5], it is possible to identify the type and

infection level of a disease by extracting only the diseased area if

the disease to be detected has prominent features. However, only

image processing is difficult to extract leaves from the entire field

image. While image processing methods can detect diseases

without requiring a large amount of data, features common to

all images are required for disease detection.

3 Disease Detection System Using Potted Flower
Area Segmentation

In this study, we propose a 2-step system that identifies dis-

eases after individual plants are extracted, to enable disease

detection from images of the entire farm field. The proposed

system is applied to potted plants, which are arranged in a grid

pattern and thus each plant can be easily extracted. Figure 1

shows an overview of the proposed system.

In order to segment potted flower areas using image process-

ing, this method takes advantage of the feature that potted flowers

are arranged and grown in a grid pattern over the entire field.

Due to this feature, grid lines appear when background images

other than potted flowers are extracted. The main idea of this

method is to extract each potted flower by trimming using the

intersection points of these grid lines. The grid lines that appear

between each potted flower are detected using the Hough trans-

form[7]. The process of segmenting the potted flower area using

the Hough transform and trimming individual potted flowers is

shown in Fig.2.

3.1 Area extraction for applying Hough
transform

The pre-processing for detecting grid lines from the farm

field images in the proposed system is as follows. Since grid

lines appear in background images other than individual potted

flower images, this process identifies background images. The

proposed method focuses on the green color of the leaf of the

individual potted flowers and considers all other colors as the

background.

A method for extracting green areas of individual plants use

the RGB-based Vegetative Indexes (RGBVI) shown in Expres-

sion (1) This Expression (1) makes it possible to extract the

features of green areas with high accuracy.

G2 − (R × B)
G2 + (R × B)

(1)

Our proposed system uses this method to extract green areas

from the RGB channels of the entire field image. The image of

the entire field has 3 channels, R (red), G (green), and B (blue),

and all pixel values are in the range of 0 to 255. After applying

Equation(1), the pixel value of −1 to 1 is set to 0 to 255 and

converted to a gray-scale image.

The converted gray-scale image is a multi-stage image, and

the Hough transform cannot be applied. Therefore, image bina-

rization is required. Our proposed system applies Otsu’s bina-

rization algorithm[8]. After binarization, the farm field image is

represented as white for individual potted flowers and black for

the background. There are white spots in the individual potted

flower area and black spots in the background area, which are

noise. The proposed method removes these noises by apply-

ing expansion processes to the white areas in the image. Since

the Hough transform detects white areas as straight lines, the

binarized image is inverted to black and white.

This process makes individual potted flower areas and back-

ground areas separate from the entire farm field image.

3.2 Line detection by Hough transform
In the image shown in Fig.2(1), the background area is dis-

played as a linear white area with many line segments and lines

mixed in. If the Hough transform is directly applied to the image,

many line segments and lines unrelated to potted flowers are also

extracted. Therefore, it is difficult to extract the optimal lines for

dividing the individual potted flower area and the background
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Figure 2: Process of Potted Flower Area Segmentation

area. The proposed system first adjusts the parameters of the

Hough transform so that line segments with start and end points

in the background area are output. The Hough transform after

parameter adjustment is called the segment Hough transform.

The segment Hough transform produces line segments that are

candidates for line segments that divide the individual potted

flower area and the background area. In order to trim the indi-

vidual potted flower area, these line segments must be straights

line that spans the entire image. The overlapping line segments

are good candidates for boundaries between areas. Therefore,

the line segments outputted by the segment Hough transform

are thinned, and then the thinned line segments are expanded.

These processes produce straight lines that divide the individual

potted flower area and the background area in the entire farm

field image. This is called the line Hough transform. When the

line calculated here is merged into the input RGB image, it can

be seen that a line can be detected in the background.

3.3 Removal of oblique lines
If the image after applying the line Hough transform (Fig.2(2))

contains oblique lines, these lines are noise unrelated to the

individual potted flower areas and must be removed. In the

process of the Hough transform, the slope and intercept of the

detected line are obtained. Based on the slopes, each line is

classified using a clustering method to separate the oblique lines.

The proposed method uses a density-based clustering method,

DBSCAN [9], as the clustering method. Since oblique lines are

fewer than straight lines in the horizontal and vertical directions,

lines belonging to the top 2 clusters in terms of the number of

lines are used as area segmentation lines, and lines belonging

to the remaining clusters are removed. If all lines are classified

into 2 clusters, no oblique lines are judged.

As an example, the result of clustering the slope of lines for the

image shown in Fig.2(2) is shown in Fig.3. Fig.3 explains that the

vertical axis represents the slope of the lines, and the horizontal

axis is set to 0 as the specified value since the clustering is based

only on the slope of the lines. The result shows that the clusters

are classified into clusters with 38 lines, clusters with 5 lines,

and clusters with 29 lines. The 5 straight lines belonging to

the middle cluster are separated as oblique lines and removed

(Fig.2(4)).

3.4 Determination of area segmentation lines
Since the image after the line Hough transform has multiple

overlapping lines, these lines cannot be used as area segmenta-

tion lines for trimming individual potted flowers. Therefore, all

the lines are thickened, and the overlapped lines are clustered.

If the lines are too thin, they cannot be classified into the same
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Figure 3: Result of DBSCAN with the Slope of Lines

cluster. If the lines are too thick, lines that should be in different

clusters are classified into the same cluster. For this reason, the

thickness of the lines should be set to about 20 pixels. The line

passing through the center of the clustered lines is used as the

area segmentation line (Fig.2(5)). The calculated area segmen-

tation line is found to be the best line for segmenting individual

potted flowers(Fig.2(6)).

3.5 Trimming at the intersection of area
segmentation lines

Trimming at the intersections of the area segmentation line

obtained allows the potted flower to be divided into individ-

ual plants. The proposed method trims the largest rectangle

with 4 intersections. In this way, the trimmed individual potted

flower image retains the maximum amount of image information

(Fig.2(7)).

4 Evaluation

We evaluate the potted flower area segmentation method. For

the evaluation of the potted flower area segmentation method,

we compare the accuracy of the proposed method with that of

the CNNs-based segmentation method.

The data used for the evaluation were 78 image. Evaluation

data is taken so that "one image shows about 60 plants".

4.1 Evaluation of the Potted Flower Area
Segmentation Method

The evaluation criterion of the potted flower area segmenta-

tion method is whether or not only one whole plant is trimmed.

The term "only one whole plant" here refers to the state in which

one whole plant is captured, and only a portion smaller than half

of the other plants are captured.

This evaluation criterion are the precision (Equation(2)), the

recall (Equation(3)), and the F-measure (Equation(4)).

Table 1: Potted Flower Area Segmentation

Proposed CNNs-based

Method Method

Precision [%] 78.5 94.3

Recall [%] 67.3 49.5

F-measure[%] 72.5 65.0

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

F-measure =
2 × Precision × Recall

Precision + Recall
(4)

In this evaluation, TP (True Positive) is the case where potted

flowers are trimmed from the test data image, FN (False Nega-

tive) is the case where no potted flower is trimmed from the test

data image, and FP (False Positive) is the case where the test

data image has been trimmed to include parts of the image that

are not potted flowers. Therefore, precision is the probability

that the trimmed image is a single potted flower, and recall is the

probability that multiple potted flower plants are cropped as a

single plant. F-measure is the harmonic mean of precision and

recall.

Table 1 shows the results of potted flower area segmenta-

tion. The proposed potted flower area segmentation method

achieved 78.5% precision, 67.3% recall, and 72.5% F-measure,

while the CNNs-based segmentation method achieved 94.3%

precision, 49.5% recall, and 65.0% F-measure. The proposed

method achieves higher recall and F-measure than the CNNs-

based method, while the CNNs-based segmentation method

achieves better precision. From the results, the proposed method

reduces the number of missed potted flower plants compared to

the CNNs-based segmentation method.

The reason for the 78.5% precision of the proposed method

may be due to the low accuracy of segmentation in the dense

areas of potted flowers. The images of unsuccessful segmen-

tation are shown in Fig.4. From the left, the input image, the

pre-processed image, and the image after the second Hough

transform. The reason for the low segmentation accuracy is

that the background area could not be detected due to the dis-

tortion from the center to the edges of the image. Recall is

also considered to be limited to 67.5% due to the low accu-

racy of image segmentation as well as precision. Therefore, if

the segmentation accuracy of the individual potted flower area

can be improved by correcting the distortion of the image and

adjusting the parameters of the Hough transform, the overall ac-

curacy of the potted flower area segmentation method can also

be improved.
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(a) (b) (c)

Figure 4: Unsuccessful Segmentation((a): Input image, (b):

Pre-processed image, (c): Image after line Hough transform)

5 Conclusion
In this paper, we proposed a method to improve the accuracy

of plant disease detection by image processing using the Hough

transform. The results of trimming individual potted plant areas

in a grid pattern feature using the Hough transform from images

of the entire farm showed that one potted plant was trimmed

with 72.5% F-measure, which is about 7 points higher than that

of the segmentation method using CNNs.

As the results, proposal method achieved high accuracy in the

segmentation with 136 images than R-CNN. And the system is

capable of segmenting individual potted flowers as long as the

target object is green and arranged in a grid pattern.
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Abstract-Recently, public cameras are widely used and are 
installed in various places. These multiple cameras can be 
used for tracking lost children or criminals. For person 
tracking, most systems send feature data such as feature 
values or person images to a server. The server compares the 
data and judges whether they are the same person. Artificial 
intelligence and numerical analyses can be used for the 
comparison. However, in this conventional scheme, the data 
amount that is sent to the server increases as the number of 
cameras increases. Hence, in this research, we propose a 
scheme for distributing the computational loads of the server 
arose in the conventional scheme. We propose two methods 
to determine the timing for camera devices to send feature 
data to other cameras. We evaluate these proposed methods 
and compare their performances. The simulation results show 
that the average traffic for each camera device can be reduced 
significantly compared to the average traffic under a 
conventional scheme. 

: public cameras, feature data, processing servers, 
peer-to-peer 

Due to the recent trend of Society 5.0 and Smart city, the 
development of comfortable cities using IT technology has 
attracted great attention. Understanding how and when 
people move through the city can be useful in solving various 
social issues, such as marketing and research on human flow. 
Therefore, obtaining the travelling routes of people moving 
around the city contributes to the comfortable cities. If it is 
possible to track people using many security cameras 
installed in cities, we can track many people widely. 

 Some methods to detect a person in multiple images 
obtained from multiple cameras that do not share the same 
field of view have been proposed. These methods track the 
people by mapping same person across multiple cameras. 
These studies use deep learning or deep distance learning [1-
4] to obtain feature representations with high discriminative
power.

 However, when identifying the same person from multiple 
images obtained from multiple cameras, a large amount of 
communication bandwidth is required if all the images are 
transmitted to the server. In addition, if all the information 
obtained from the video is sent to the server and the person 
re-identification process is performed on the server, the load 
on the server increases as the number of cameras and persons 
tracked increases. Even in the case of using cloud video 
recording services, the load on the recording server increases. 

Hence, in this paper, we propose a person tracking method 
that does not concentrate the load on the server. In the 

proposed method, a camera network is built by multiple 
camera devices that can communicate with each other. When 
a person is captured in a camera's field of view, the feature 
values of the person image are calculated. The camera device 
then transmits the calculated feature values to the camera 
devices where the person is going to be captured next. The 
camera device that receives the feature values compares the 
feature value of each captured people with those received 
before and judges whether the captured person is captured 
before by other camera devices. Since each camera device 
performs the process of person re-identification using the 
model in the camera, our proposed method has a large 
possibility to suppress the concentration of the load on the 
server as the number of cameras and persons increases. 
Furthermore, to evaluate how much communication is 
generated when people are tracked using our proposed 
method, we create a simulator. We compare the average 
communication traffic of the server under a conventional 
method and that of our proposed method and confirm that our 
proposed method can distribute the load.  

The organization of the paper is as follows. Section 2 
inscribes existing research on person re-identification, a 
problem deeply related to this research. Section 3 inscribes 
the proposed method, and the evaluation results are shown in 
Section 4. Finally, we conclude the paper in Section 5.  

Person re-identification is the problem of identifying the 
same person from images of people captured by multiple 
cameras that do not share the same field of view. Given a 
query image, the person re-identification system searches for 
a person identical to the query image in the gallery images 
(see Figure 1). Many studies improved the accuracy of person 
re-identification. Some of them use distance learning such as 
triplet loss, etc. [5-10]. 

Person re-identification is expected to have a wide range of 
applications in computer vision, such as surveillance, 

Fig 1. Overview of person re-identification 
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behavior analysis, and person tracking, but on the other hand, 
it has a major problem due to gaps between cameras. When 
using multiple person images captured by multiple cameras 
that do not share the same field of view to perform person re-
identification, the inter-camera gaps are unavoidable due to 
the nature that the person images used were captured by 
different cameras [6].  

Therefore, person re-identification systems that can give a 
higher accuracy even when the influences of these varieties 
are large. 

Many research has been done to overcome these effects. In 
[5], an adversarial network is used to obtain a more accurate 
feature representation that eliminates gaps between cameras 
as much as possible. The method proposed in [7] uses 
StarGAN to transform the styles of people in images. The 
method transforms the images of the people captured by a 
camera device to the images that consider the shooting 
conditions (background, lighting, etc.) of other cameras, then 
it uses these images as training data to reduce the influence of 
gaps between cameras. Also, there is a study that investigate 
how the variety of viewpoints affects the accuracy of person 
re-identification, as in [6].  

Although many studies have been conducted to reduce the 
influence of above differences in conditions between cameras, 
the several problems still exist. 

For the case where the camera images overlap, [8] performs 
partial figure re-identification using local features. To solve 
the problem of cloth changes, [9] systematically investigates 
how the accuracy of re-identification of existing models 
changes when clothes changes by generating pedestrian 
images with other clothes. In [10], a method that person re-
identification with removing the external information of 
clothes and focuses on body shape information is proposed. 

However, the systems that adopt these existing methods 
need to collect all camera images to a computational server. 
This causes a large communication and processing loads on 
the server. Even in the conventional method under that the 
cameras send only the feature values of the identified people 
to the server, the loads concentrate on the server. We aim to 
relief this loads for person re-identification in the paper. 

In this section, we first provide an overview of the 
proposed person tracking method. After that, we explain the 
detail. 

Consider the case of a person tracking using surveillance 
cameras deployed throughout a city or a facility, using a 
conventional person re-identification method as described in 
Section 2. In this case, the method of transferring the images 
captured by the cameras to a server via a computer network 
and processing the person re-identification on the server 
requires a large communication traffic for the transmission of 
the images. Moreover, the methods in which information 
obtained from the video is transferred to the server and the 
person re-identification process is performed on the server 
increases the load on the server as the number of cameras or 
persons increases. To solve these problems, we propose a 

person tracking scheme in which features are transmitted 
among cameras. In our proposed method, a camera network 
is built using multiple camera devices that can communicate 
with each other, and the travelling paths of people in the target 
area are tracked by repeatedly sending and receiving feature 
values between camera devices and re-identifying people. 

If re-identification fails, the system cannot track the person. 
Thus, the tracking performance can deteriorate compared 
with the system that a server manages all the cameras. 
However, our proposed system can distribute the 
communication and processing loads arose on the server in 
the above system. 

In this section, we describe the process flow of person 
tracking using camera device network. The proposed method 
is based on the following four assumptions.  

All camera devices that are connected to the camera 
device network can communicate with each other and 
send feature values.  
All camera devices have a neural network model that 
calculate the feature values of a captured person. The 
input of the model is him/her image. Each camera device 
gets the images from their connected cameras.  
The locations and the angles of the cameras are fixed, and 
the positioning of all cameras is assumed to be known in 
advance.  
All camera devices can estimate the direction of 
movement of a person using the coordinate and the 
interframe information. 

Under the above assumptions, the camera devices 
connected to the computer network track the travelling path 
of a person by repeatedly transmitting feature values and 
judging whether the person is the same person. The following 
is an overview of the process flow when a person is  
successfully tracked between Camera A and Camera B.  
1. Camera A captures a new person X.
2. Camera A detects a person, acquires a person image, and

calculates the feature of the person X using a neural
network model.

3. The destination camera device is determined by the
destination determination method (detailed in 3.4) and the
feature X is sent.

4. Camera B adds the feature X to the gallery.
5. A person moves and is captured by Camera B.
6. Camera B computes the feature values and compares them

with the feature values X in the gallery to determine that
they are the same person or not.

7. The fact that the person captured by Camera A was also
captured by Camera B indicates that the person moved
from A to B

.Figure 2 shows an image of a person re-identification
process. In Figure 2, there are two separate images of people 
on the left side, and they are input to the same neural network 
model (NN model). The distance between the output features 
is calculated. The distance is between the features is used to 
judge whether the persons in the images are the same person 
or not.  
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The flow of processes executed by each camera device is 
shown below.  
1. A person is captured by the camera.
2. Obtain bounding boxes and calculate features with NN

models.
3. Person identification by comparing the calculated features

with those in the gallery.
4. If these match, go to 7.
5. If these do not match, the feature values are sent to a

camera device that is determined using the destination
determination method (see 3.4) because the person is a
newly detected person. The received camera device adds
the feature values to the gallery.

6. Return to 1.
7. Notifies the server that a person has been detected.
8. The features of the person are again sent to the camera

device determined using the destination determination
method. The received camera device adds the feature
values to the gallery.

9. Return to 1.

 In this section, we describe a method for determining the 
destination camera device for transmitting feature values to 
another camera. In order to track a person, it is considered 
that when a person is captured by a camera, the feature values 
should be transmitted to its neighboring cameras. This is 
because the cameras neighboring to the camera device that a 
person captured is likely to be captured in the next. However, 
in the method where the feature values are transmitted only 
to the neighboring cameras, there is a possibility that the 
tracking of a person fails if the neighboring cameras fail to 
detect the person. One of the solutions for avoiding the 
failures is transmitting the feature values to further 
neighboring camera devices (the neighboring camera devices 
of the neighboring camera devices, etc.). Therefore, in the 
proposed method, we introduce a parameter N that indicates 
the number of the communication hops from the source 
camera device to send the feature values. 

As described in section 3.2, camera devices can predict the 
direction of moving people, and therefore, it is possible to 
limit the transmission destinations by using the direction. 
That is, the direction of movement can be used to limit the 
transmission destination. The transmitted features are deleted 

after a certain time has elapsed, preventing features that are 
not used for tracking from remaining in the gallery. 

Based on the above approach, we propose two types of 
methods for determining the transmission destination. The 
image of each method is shown in Figure 3. The first one is 
to transmit feature values to all the neighboring cameras 
within N hops when a person is captured by a camera device. 
The transmission timing is when the moving direction of the 
person is predicted. After the reception, the camera devices 
that are not likely to capture the person need to delete the 
feature values from the gallery (the proactive method). The 
other one does not transmit feature values when a person is 
captured by a camera device but transmits feature values to 
the camera devices that exist in the destination direction when 
the direction of the person is predicted (the reactive method). 

The flow of the proactive method is shown in Figure 4. The 
gray areas in the figure represent roads. The people walk on 
those areas. For simplicity, the roads are grid-shaped as 
shown in the figure, but the same process can be applied to 
roads that are not grid-shaped. The camera devices are 
assumed to be located at each intersection, and the locations 
of the camera devices are marked with the numbers (1 to 6). 
The parameter N is set to 2, which indicates how many 
cameras are to transmit the feature values to the next camera. 

Procedure 1 shows how the features are transmitted when 
a person is detected by Camera 1. Camera 1 sends the feature 
values of the person to the surrounding N (= 2) camera 
devices when it detects a person. (Cameras with red numbers 
are the those hold the feature values.) In Procedure 2, the 
person moves from the area that Camera 1 shoots to the area 
that Camera 2 shoots. Camera 1 judges that Camera 2 is the 
camera that may capture the person in the next based on its 
direction.In Procedure 3, Camera 4 and Camera 6 are notified 
to remove the feature values from the gallery. This avoids the 
cameras that are unlikely to capture the person from 
continuing to have the feature values and reduces the number 
of candidates for the person re-identification. Figure 5 shows 
the processes for each camera device in the proactive method. 
In the proactive method, when a new person is captured in the 
field of view of a camera, it calculates the feature values of 
the person. Then, the camera device determines whether the 
captured person is the same person that other camera devices 
capture before, by calculating the distance among feature 
values. When it finds the same person, it sends only the 
information that the person was captured to the server. In the 

Fig 2. An image of a person re-identification process 

Human image 
A

Human image 
B

Fig 3. Time to start communication under our proposed 
method 
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proactive method, after that, the camera device transmits the 
feature value of the captured  person as well as own Camera 
ID to N (at maximum) neighboring camera devices. In this 
case, the system can avoid duplicate transmissions because it 
is possible to find the camera devices to which the feature has 
been transmitted in the past from the list of camera IDs. If the 
same person is not found, it is assumed that the person is a 
new person and the feature is sent to all camera devices to N 
(at maximum) neighbors. If the direction of the person is 
predictable from the direction and the location information at 
the time of frame-out, the number of galleries for person re-
identification can be reduced by notifying the camera devices 
to delete the features stored that is not likely to capture the 
person. 

The flow of the reactive method is shown in Figure 6. The  
road and the camera devices deployment are the same as the 

example for the proactive method in the previous subsection. 
Unlike the proactive method, the reactive method starts 
transmitting features after the moving direction of the person 
is found.  

Procedure 1 shows the movement of the person from the 
area that Camera 1 shoots to that of Camera 2. In Procedure 
2, the feature values are transmitted only to the camera device 
that exist in the direction of the person when Camera 1 detects 
it. We assume that the direction is predictable based on the 
travelling path of the person in the camera's field of view, 
such as the trajectory of the person and the position at which 
the person frames out.  

 The reactive method has the advantage of reducing the 
amount of communication because each camera device 
predicts the direction in which a person is moving and 
transmits the feature values only to the camera devices that 
exist in the direction. On the other hand, if the direction of the 
person cannot be predicted correctly, the feature values are 
not transmitted to the camera devices in the direction of the 
person, thus the tracking fails. If the terrain is complex, or if 
it is considered difficult to correctly predict the direction of a 
person due to the positional relationship among cameras, the 
probability of tracking failures can be high.  

Figure 7 shows the processes for each camera device in the 
reactive method. In the reactive method, as in the proactive 
method, each camera device calculates feature values and re-
identifies people when a new person is captured in the field 
of view. However, the feature values are not transmitted 
immediately, but only to the N neighboring cameras in the 
direction of their movement after predicting them based on 
their trajectories. 

To evaluate the amount of communication traffic generated 
when tracking a person under our proposed method, we 
created a simulator and measured the performances. 

To systematically evaluate the performance of our 
proposed methods, we assume that the roads are grid-shape. 
A camera network is built with camera devices that can 
communicate with each other and are located at each 
intersection.  

In order to simulate different map sizes, we use three 
different maps as a 4 × 5 grid with 20 cameras, a 5 × 6 grid 
with 30 cameras, and a 6 × 7 grid with 42 cameras. One 
section of the grid is fixed by 10 meters. The map becomes 
larger as the number of cameras increases. 

We change the following five parameters in the simulator. 
The parameter to determine the number of the camera 
devices that receive the feature values. When the value is 
N, the feature values are transmitted to N neighboring 
camera devices. 
The number of persons flowing into the tracking area per 
a second. 

Fig 4. The flow of the proactive method 

Fig 5. Processes for each camera device in the proactive 
method 

A person frames-in

Calculate feature values and 
person re-identification

Transmit feature values to 
camera devices

Predict direction of person

Notify feature value 
deletions
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The number of the camera devices deployed in the 
tracking area. As described in the previous section, the 
number is one of 20, 30, or 42. 
Since a person entering an intersection is not always 
detected by the camera, the detection probability can be 
changed as a parameter ranging from 0.0 to 1.0. This value 
depends on perspective, lighting, and resolutions in real 
situations, but these conditions are various and thus we 
give the probability as a parameter. 
We set the communication bandwidth available for 
transmitting feature values. By setting the communication 
bandwidth, we can calculate the delay time for 
transmission.  

People walk at a speed of 1 meter per a second. Since one 
section of the grid is 10 meters long, the time between one 
camera capturing the person and the next is 10 seconds. A 
person enters the map at the upper left corner and exits at the 
lower left, the upper right, and the lower right corners. The 
number of people exiting from each exit is adjusted to be the 
same. 

We get the results under the following situations. 

The change in the communication traffic under the 
condition of different number of the camera devices and 
different people inflow. 

The change in the tracking success rate in the proposed 
method changing the communication bandwidth. The 
tracking success rate is the rate that the number of the people 
that are tracked from the time to enter the tracking area to the 
time to exit divided by the number of the entered people. 
When the communication delays among the camera devices 
are all shorter than the one block travelling time of a person, 
the person is tracked in the tracking area. 

Comparison of the average communication traffic of the 
server in a conventional method, in which the camera devices 
transmit the feature values to the server with that under our 
proposed method. 

We evaluated how the communication traffic changes 
when the number of cameras is changed to 20, 30, or 42, and 
when the number of people per second is changed to 1, 2, 3, 
or 4. In this evaluation, we assume that the communication 
traffic for one set of feature values is 1.648 [Kbit] assuming 
a 50-dimensional vector of float32 as the feature data. Also, 
three 16-bit regions are assumed to be reserved to record the 
ID identifying the person and the cameras that have passed 
through the area). This is an example setting. The detection 
probability for each camera device is set to 0.8.  

The results are shown in Figure 8. The vertical axis 
represents the communication traffic for transmitting feature 
values. The unit is Kbps. The horizontal axis represents the 
number of people per second. From the results, it can be 
considered that there is a proportional relationship between 
the number of people and the communication traffic. The 
communication traffic ranges from 15 [Kbps] to 170 [Kbps] 
when the number of the camera devices is between 20 and 42 
and the number of people per second is between 1 and 4. 

We confirmed that there is a proportional relationship 
between the number of cameras and the amount of 
communication.  

In order to track a person without tracking failures due to 
latency, it is necessary to provide more bandwidth than the 
amount of communication generated. If the amount of 
communication per second generated by tracking exceeds the 
bandwidth provided, the delay in sending features will 
increase as tracking continues, and the delay will diverge to 
infinity.  If the bandwidth is not sufficient for the number of 
people travelling through the area, the tracking will fail due 
to delay. 

We simulated and compared the average communication 
traffic of the server (the amount of data received per unit of 

Fig 6. The flow of the reactive method 

Fig 7. Processes for each camera device in the reactive 
method 

A person frames-in

Calculate feature values and 
person re-identification

Predict direction of person

Transmit feature values to 
camera devices
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time) and that under the proposed method. These traffic arises 
when all the feature values of the people captured by a camera 
device are transmitted to the server or other camera devices. 
The simulation results are shown in Figure 9. The horizontal 
axis is the person detection probability explained in Section 
4.1.1. 

The communication traffic for each camera device in our 
proposed method is reduced about one-twelfth at most 
compared to the average communication traffic under the 
conventional method, in which the server identifies the same 
person on the server. This indicates that the load that was 
concentrated on the server in the conventional method is 
distributed to each camera device under our proposed method. 

A human tracking scheme in which each camera device 
sends the camera image to a server causes a large 
communication and processing loads on the server. This 
lengthens the delay for tracking and deteriorates the tracking 
success rate. Hence, in this research, we proposed a human 
tracking method in which each camera device transmits 
feature values of captured people among camera devices. We 
proposed two methods to determine the timing for camera 

devices to send feature data to other cameras. We developed 
a simulator for the evaluation and simulated the situation in 
that the number of the camera devices is 20, 30 or 42, and the 
tracking area is a grid-shape roads. Our simulation evaluation 
revealed that the average traffic per camera device under our 
proposed method can be reduced significantly compared to 
the average traffic on the server. 

Future work includes the simulation of a more realistic 
environment and the evaluation on a real situation. 

This research was supported by a Grants-in-Aid for 
Scientific Research(C) numbered 21H03429, 20K11829, 
20H00584 and by G-7 Scholarship Foundation. 
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- In this study, we investigate the use of MR 
(Mixed Reality) stamp which supports broadcasters to 
reduce communication errors from viewers to a broadcaster 
in 360-degree Internet live broadcasting. There is a problem 
that the broadcaster is unable to grasp the viewer's POV 
compared to the conventional broadcasting method. We 
have confirmed that this problem could be reduced by 
combining an equirectangular video and 2D stamp which 
presents the viewer's interests in a simple image on the 
video. On the other hand, the 2D stamp system remains 
three issues. The issues are (1) the stamp cannot be fixed on 
the target object, (2) the broadcaster must check a PC 
display to see the stamp, and (3) it is difficult to understand 
a position of the stamp in the real space. 

In this study, we propose MR stamp which can be 
displayed and fixed on the real space, which enables the 
broadcaster to check a holographic stamp on the real space 
through an MR device. To realize our proposal, we 
implemented the proposed system using Microsoft's 
HoloLens 2 which is an HMD-type MR device. It can show 
holograms in the real space by recognizing real space. We 
also evaluated the effectiveness of the MR stamp compared 
with the 2D stamp and found that the MR stamp with the 
spatial audio solved the three issues of the 2D stamp. 

: 360-degree Internet live broadcasting, Mixed 
Reality, MR stamp, Broadcaster support method 

YouTube started a 360-degree Internet live broadcasting 
service from 2016 and it enables anyone to easily use the 
360-degree Internet live broadcasting service now. The 360-
degree Internet live broadcasting is a service which
combines the Internet live broadcasting with 360-degree
videos using an omnidirectional camera. In the 360-degree
Internet live broadcasting, a broadcaster can provide a 360-
degree video to viewers in real time without care about the
view angle of the camera. The viewers can change the point
of view (POV) according to their own interests and
communicate with the broadcaster using text chat.

The 360-degree Internet broadcasting, however, has a lot 
of new problems. One of the problems is that the 
broadcaster cannot be aware of the viewers’ POV. In the 
conventional Internet live broadcasting, it uses a web 
camera which has a single lens and the single lens definitely 
shows the viewers’ POV. The broadcaster can see what they 
are watching by direction of the lens. On the other hand, in 

the 360-degree Internet live broadcasting, it uses an 
omnidirectional camera which has a wide-angle lens or 
multiple lens. It prevents the broadcaster to see what the 
viewers are watching by direction of the lens.  

There are many studies about the role of gaze information 
in the remote communication [1][2]. In the studies, it 
concludes that the communicatee’s gaze information 
indicates the target of interest or center of the topic. The 
gaze information in the remote communication is similar to 
the viewers’ POV in the 360-degree Internet live 
broadcasting. The broadcaster sometimes cannot understand 
the context of the viewers’ comments and it causes 
communication errors between the broadcaster and the 
viewers. 

To solve the problem of the communication errors, we 
have proposed stamp functions in the 360-degree Internet 
live broadcasting [3]. In this study, the stamp functions help 
the broadcaster to understand what the viewers talk about 
and find the object. However, it remains three issues in the 
proposed system, which are (1) the stamp cannot be fixed on 
the target object, (2) the broadcaster must check a PC 
display to see the stamp, and (3) it is difficult to understand 
a position of the stamp in the real space. These issues should 
be solved to realize smooth communication between the 
broadcaster and the viewers. 

In this study, we propose MR stamp which is a new stamp 
function using MR and can be displayed and fixed on the 
real space. It enables the broadcaster to check a holographic 
stamp on the real space through an MR device. The MR 
stamp can solve the issues of the previous stamp function. 

The contributions of this paper are summarized as 
follows: 

We proposed a new broadcaster support method called 
MR stamp in 360-degree Internet live broadcasting. 

We developed and evaluated a prototype system of the 
MR stamp using HoloLens 2. 

We clarified that the MR stamp enabled the 
broadcaster to find a target object in a relatively short 
time and spatial audio could help the broadcaster to 
find the MR stamp. 

The rest of this paper is organized as follows. Section 2 
describes our previous work about stamp functions in the 
360-degree Internet live broadcasting. Section 3 describes
an overview of the proposed system and a use case of the
MR stamp. Section 4 describes implementation of the
proposed system. Section 5 describes a first evaluation
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experiment to clarify the effects of the proposed system and 
reveal its problem. Section 6 describes a second evaluation 
experiment improving the proposed system. Section 7 
summarizes this study. 

We proposed have stamp functions in 360-degree Internet 
live broadcasting to support communication between the 
broadcaster and the viewers. In this section, we explain the 
stamp functions in the previous study and its known issues. 

There are two stamps which are “Look” and “Go” stamp 
in the previous study as shown in Fig. 1. Figure 2 shows a 
user interface of the viewer in the previous study. The 
viewers can watch the 360-degree live video in spherical 
format and change the POV as they want. The viewers are 
also able to use Look and Go stamp by selecting the kind of 
stamp and clicking on the video. The stamps are shown in 
same place of the video on the user interface of the viewers 
and the broadcaster. Figure 3 shows a user interface of the 
broadcaster. The 360-degree video is displayed in 
equirectangular format. The broadcaster can check the 
stamps which are sent from the viewers without changing 
the POV.  

We evaluated the previous stamp function and found their 
advantages. The stamp function improved easiness of 
communication between the broadcaster and the viewers 
compared with the case that the stamp was not used. The 
broadcaster could easily understand what the viewer talked 
about and found the object. Moreover, the stamp function 
increased the frequency of communication between the 
broadcaster and the viewers. 

Although the previous study has advantages, there are 
three issues as follows. 

(1) The stamp cannot be fixed on the target object.
A stamp only has information of a direction from the

omnidirectional camera at a particular time. Therefore,
the stamp cannot be fixed on the target object and it
causes positional shift of the stamp when the
omnidirectional camera is moved.

(2) The broadcaster must check a PC display to see the
stamp.

In the previous study, the broadcaster has to carry a
laptop PC and check stamps from the viewers through
the display. The check of the laptop PC display
consumes time and prevents smooth communication
between the broadcaster and the viewers. Besides that,
it is dangerous to see the laptop PC while walking and

it is inconvenient not to be able to use a hand which 
keeps the laptop PC. 

(3) It is difficult to understand a position of the stamp in
the real space.

The stamps are shown on the 360-degree video in
equirectangular format. When a stamp is appeared on
the video, the broadcaster must find a position of the
stamp in the real space. The distortion of the 360-
degree video in equirectangular format makes it
difficult to find the direction of the stamp.

Figure 1: Stamps in the previous study 

Figure 2: User Interface of viewer in the previous study 

Figure 3: User Interface of broadcaster in the 
previous study 
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The MR stamp aims to solve the issues of the previous 
study using MR and realize smooth communication between 
the broadcaster and the viewers. 

MR is a technology which displays holograms of virtual 
objects in the real space and the users can interact with the 
holograms. Several researches show effectiveness of MR in 
remote communication between users.  

Lee [4] developed a MR remote collaboration system 
which shared 360-degree live video. In this system, a 
hologram of remote user’s hand is displayed on the real 
space through the MR device. The hand gestures by the 
hologram help to understand each other’s focus and improve 
their communication. Johnson [5] studied the effect of MR 
guidance. An experiment was conducted to understand how 
providing explicit spatial information in collaborative MR 
environment. From the experiment result showed the MR 
guidance realized effective referencing through deixis.  

From the related work, the reduction effect of 
communication errors can be also expected by introducing 
the MR technology for the stamp function in 360-degree 
Internet live broadcasting.  

Figure 4 shows a model of the proposed system. The 
proposed system is included in the existed 360-degree 
Internet live broadcasting system. A broadcaster provides 
360-degree live video to viewers using the 360-degree
Internet live broadcasting system. The viewers can send a
2D stamp which is implemented in the previous study to the
broadcaster. The proposed system receives 2D position
information of the stamp and transforms it to 3D position
information. The proposed system displays a MR stamp
using the 3D position information and the broadcaster can
check the MR stamp in the real space through a MR device.

The proposed system can solve three issues in the 
previous section. The first issue which is that “The stamp 
cannot be fixed on the target object” can be solved by fixing 
the stamp on the real space using MR. The second issue 
which is that “The broadcaster must check a PC display to 
see the stamp” can be solved by using a MR device which is 
a type of head-mounted display. The third issue which is 
that “It is difficult to understand a position of the stamp in 
the real space” can be solved by directly displaying the 
stamp on the target object in the real space using MR. 

Figure 4: A model of the proposed system 

In this study, we suppose that an omnidirectional camera 
is fixed on an arbitrary position and 360-degree Internet live 
broadcasting is performed indoors. The reason is that the 
usage environment should be simple for the first step of this 
study. We also suppose it is used at the showroom and the 
exhibition.  

Figure 5 shows a use case of the proposed system. The 
viewers can send a MR stamp to the broadcaster if they want 
to see a particular object in a showroom. The broadcaster 
can understand the request from the viewers easier than 
when only comments are used. Since 2000, online virtual 
events have been increasing because of COVID-19. In the 
online virtual events, it is said that more opportunity for real 
two-way communication between the broadcaster and 
viewers [6]. In online conferences, it is reported that it 
cannot have smooth relationship with each other between 
participants [7]. The MR stamp would realize smooth two-
way communication between the broadcaster and the 
viewers in various online virtual events.  

Figure 5: A use case of the proposed system 

We implemented a prototype system of the MR stamp 
using Hololens2. In this section, we describe the architecture 
of the prototype system and its main application. 

The prototype of the proposed system is based on 360-
degree Internet live broadcasting system of the previous 
study. Figure 6 shows the architecture of the prototype 
system. The red square shows new implementation in this 
study and the other parts are diverted from the previous 
study. A broadcaster can start 360-degree Internet live 
broadcasting using the client for broadcaster on a web 
browser. The 360-degree Internet live broadcasting server 
distributes it to viewers. The viewers can watch the 360-
degree live video and send 2D stamp and comments in the 
same manner as the previous study. The stamp/comment 
server forwards it to all clients for viewers and a MR device 
of the broadcaster. We use Microsoft HoloLens 2 as the MR 
device. In the HoloLens2, the MR stamp application is 
running. The application presents the MR stamp and 
comments to the broadcaster. The broadcaster can check the 
MR stamp in the real space through the HoloLens 2. 
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The MR stamp application receives 2D position 
information of the stamp and needs to transform it to 3D 
position information for the MR stamp. To realize the 
coordinate transformation, we use a Raycast function in 
Unity, which irradiates a 3D ray from an origin point to a 
target direction and detects intersecting collisions. The 
origin point is the coordinates of the omnidirectional camera. 
The target direction can be given by the coordinates of the 
stamp. The HoloLens 2 have a function of spatial mapping. 
The spatial mapping provides a detailed representation of 
real space surfaces in the environment around HoloLens 2. 
The raycast detects the intersecting collisions with the real 
space surfaces and returns the 3D coordinates. The MR 
stamp is displayed on the 3D coordinates. 

Figure 7 shows the example of the MR stamp. The MR 
stamp is shown as a 3D square frame so that it is easy to 
check the target object from the broadcaster. The MR stamp 
disappear after the period of time (10 seconds in this 
implementation). 

The comments from the viewers are displayed on a 
comment window as shown in Fig. 8. The comment window 
tracks the broadcaster’s sight.  

Figure 7: An example of the MR stamp 

Figure 8: Comment window through HoloLens 2 

We conducted an experiment to evaluate effectiveness of 
the MR stamp using the implemented prototype system. The 
purpose of the evaluation is to check whether the three 
issues of the previous study can be solved or not by using 
the MR stamp.  

We compare the prototype system (MR stamp system) 
with the stamp system of the previous study (2D stamp 
system). In the experiment, A broadcaster performs 360-
degree Internet live broadcasting and two viewers watch the 
broadcasting. In the room of the broadcaster, there are 
various objects. The viewers talk about an object in the 
broadcaster’s room using the MR/2D stamp and comments. 
The broadcaster looks for the target object and 
communicates with the viewers. The evaluation items are as 
follows; (1) time to find the target object, (2) number of 
communication errors, and (3) subjective easiness to find the 
target object.  

Figure 6: Architecture of the prototype system 
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The experiments were conducted 4 times. There were one 
broadcaster and two viewers per time and the participants 
were students in our university. The broadcasting time was 
30 minutes. Figure 9 shows the procedure of the experiment. 
At first, a viewer sends a stamp to the broadcaster. The 
target object and the viewer who performs the task are 
predetermined by the task instruction. The broadcaster looks 
for the target object referring to the stamp. After the target 
object is found, the broadcaster confirms whether the object 
is correct or not by speaking to the viewer. The viewer 
replies whether it is correct or not. If it is not correct, the 
broadcaster continues to find the target object. The search 
task with stamp is performed 2 times. At last, we ask the 
broadcaster how easy to find the target object in 5-point 
scale by a questionnaire. This procedure was performed for 
both the MR stamp system and the 2D stamp system. The 
order of the MR stamp and 2D stamp system was random to 
keep fairness. 

Figure 10 shows the target objects used in the experiment. 
Target A and C are comprehensible ones to find because 
there is nothing around the object (hereafter, single object). 
Target B and D are mistakable ones to find because there are 
several similar objects around the object (hereafter, multiple 
objects). In addition to these target objects, there are several 
dummy objects in the broadcaster’s room. Figure 11 shows 
the location of all objects in the broadcaster’s room.  

Figure 9: Procedure of the experiment 

Figure 10: Target objects 

Table 1 shows evaluation result of the first evaluation. 
There are the results of 4 broadcasters with 2D and MR 
stamp system. In terms of Target, “Single” means single 
object such as Target A and C and “Multiple” means 
multiple objects such as Target B and D. “Time to find” 
denotes time from when a stamp was displayed to when the 
broadcaster found the correct target object. “Errors” denotes 
number of times which the broadcaster indicated incorrect 
objects.  

 The average of time to find the target object in the 2D 
stamp system takes 11.25 seconds in case of the single 
object and 20.25 seconds in case of the multiple objects. The 
total of the average time in the 2D stamp system is 15.75 
seconds. In the MR stamp system, it takes 18 seconds in 
case of the single object and 13.25 seconds in case of the 
multiple objects. The total of the average time in the MR 
stamp system is 15.625 seconds. The average of number of 
errors in the 2D stamp system shows 0.25 and 0.5 in the 
single and multiple objects respectively. The total of the 
average number of errors in the 2D stamp system is 0.375. 
The average of number of errors in the MR stamp system 
shows 0.25 and 0.25 in the single and multiple objects 
respectively. The total of the average number of errors in the 
MR stamp system is 0.375. We conducted a Student’s t-test 
for the results of the total average and there is no significant 
difference both in the average time to find (p = 0.98) and the 
average number of errors (p = 0.63) between the 2D and MR 
stamp systems. 

Table 2 shows the result of the questionnaire which is 
about subjective easiness to find the target object in 5-point 
scale. The average points of the 2D stamp system are 4.5 
and 3.25 in the single and multiple objects respectively. The 
total average in the 2D stamp system is 3.85. The average 
points of the MR stamp system are 4.25 and 3.75 in the 
single and multiple objects respectively. The total average in 
the MR stamp system is 4. We conducted a Student’s t-test 
for the results of the total average and there is no significant 
difference about the subjective easiness to find the target 
object (p = 0.83). 

Figure 11: Location of all objects in the 
broadcaster’s room 
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From these results, we didn’t find the effectiveness in the 
MR stamp system. In the free descriptive answer of the 
questionnaire, there were several same answers that “It was 
difficult to find the MR stamp”. If the MR stamp can help 
the broadcaster to find the target object, the broadcaster 
cannot find the location of the MR stamp itself in the 
experiment. We expect that an additional function to find 
the location of the MR stamp improves the effectiveness of 
the MR stamp system. 

In the first evaluation, there was no difference about the 
effectiveness between the 2D stamp system and the MR 
stamp system. Since the prototype system of the MR stamp 
had a problem that it is difficult to find the location of the 
MR stamp itself, we try to improve the prototype system to 

find the MR stamp easily and conduct a second evaluation 
using the improved prototype system. 

In order to help the broadcaster to find the MR stamp, we 
introduce spatial audio into the MR stamp. The spatial audio 
enables the broadcaster to perceive sound all around his/her 
and be aware of the location of the sound source. Titus [8] 
studies the effectiveness of spatial audio for finding the 
location of a maker. He finds that the spatial audio helps the 
user with a head-mounted display to find a rough location of 
the maker although it is not enough to specify the exact 
location of the maker. In our MR stamp system, the 
broadcaster would find the MR stamp if he/she can be aware 
of a rough location of the stamp. 

We implemented the spatial audio to the MR stamp using 
a spatial audio function of MRTK (Mixed Reality Toolkit). 
When the MR stamp is displayed, the spatial sound is 
generated from the location of the MR stamp. The 
broadcaster can hear the spatial sound through the 
HoloLens 2 and find the MR stamp quickly. 

We conducted a second evaluation using the improved 
prototype system with spatial audio. The environment and 
the procedure are same as the first evaluation. 

Table 3 shows evaluation result of the second evaluation. 
The average of time to find the target object in the 2D stamp 
system takes 17.5 seconds in case of the single object and 
19.75 seconds in case of the multiple objects. The total of 
the average time in the 2D stamp system is 18.625 seconds. 
In the MR stamp system, it takes 5 seconds in case of the 
single object and 5 seconds in case of the multiple objects. 
The total of the average time in the MR stamp system is 
about 5 seconds. The average of number of errors in the 2D 
stamp system shows 0.25 and 0.5 in the single and multiple 
objects respectively. The total of the average number of 
errors in the 2D stamp system is 0.375. The average of 
number of errors in the MR stamp system shows 0 and 0 in 
the single and multiple objects respectively. The total of the 
average number of errors in the MR stamp system is 0. We 
conducted a Student’s t-test for the results of the total 
average. There is a significant difference in the average time 
to find (p = 0.01) and a significant trend in the average 
number of errors (p = 0.08) between the 2D and MR stamp 
systems. 

Table 4 shows the result of the questionnaire which is 
about subjective easiness to find the target object in 5-point 
scale. The average points of the 2D stamp system are 3 and 
2.25 in the single and multiple objects respectively. The 
total average in the 2D stamp system is 2.625. The average 
points of the MR stamp system are 4.75 and 4.5 in the single 
and multiple objects respectively. The total average in the 
MR stamp system is 4.625. We conducted a Student’s t-test 
for the results of the total average and there is a significant 

Table 1: Evaluation result of the first evaluation 

Table 2: Questionnaire result of the first evaluation 
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difference about the subjective easiness to find the target 
object (p = 0.0007). 

From these results, we can find the effectiveness in the 
MR stamp system with special audio. In terms of the three 
issues of the previous study, the first issue which is that 
“The stamp cannot be fixed on the target object” is solved 
because the number of the errors decreases in the proposed 
system. The second issue which is that “The broadcaster 
must check a PC display to see the stamp” is solved because 
the time to find the target object decreases. The third issue 
which is that “It is difficult to understand a position of the 
stamp in the real space” is solved because both the number 
of the errors and the time to find the target object decreases. 

In this study, we proposed MR stamp which can be 
displayed and fixed on the real space, which enables the 
broadcaster to check a holographic stamp on the real space 

through an MR device. We implemented a prototype system 
of the MR stamp with special audio. In the evaluation of this 
study, we verified the effectiveness of the MR stamp 
compared with the 2D stamp using the prototype system. 
We found that the MR stamp with the spatial audio made it 
easier for the broadcaster to intuitively grasp the location of 
the stamp. In addition, a comparison with the 2D stamp 
system revealed that there was a significant difference in the 
time to find the target object and the subjective easiness to 
find the target object. There was also a significant trend in 
the average number of errors between the 2D and MR stamp 
systems. From the result, we found that the MR stamp could 
solve the issues of the 2D stamp. In the future, it is 
necessary to improve the accuracy of the stamp display. 
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Abstract - To recognize relatively small objects in an im-

age, it is first necessary to perform object detection. In re-

cent years, research has been actively conducted to utilize

deep learning to simultaneously perform object detection and

recognition, in which real-time object recognition has been

also enabled by such as You Only Look Once (YOLO). How-

ever, they are based on deep learning, there are application

issues that training data for all targets must be prepared for

training the model. In this study, to detect target objects, I

propose a method to detect the locus indicated by gestures in

videos using YOLOv5, which uses only a single object such

as a hand, to extract the target area. In this method, to improve

the accuracy of the target area, the false object detection re-

sults are eliminated and the locus is corrected, by using the

median and moving average of consecutive video frames re-

spectively. Furthermore, it is shown that simple object recog-

nition methods such as template matching can be used by de-

tecting the size and tilt of the target based on the detected area

by this method.

Keywords: YOLOv5, Deep learning, Object detection, Ges-

ture recognition, Template matching

1 INTRODUCTION

In recent years, object recognition for videos and images

has been actively studied, and its applications are expanding

in various fields such as immigration control by face recog-

nition and automatic car driving. However, when the area of

the target (hereinafter, target area) in the image is small, it is

necessary to perform object detection firstly to specify the tar-

get area before object recognition. For example, in the case

of face recognition, face detection is performed using Haar-

like features, and then face recognition is performed on the

detected target area [1].

Using deep learning, various methods have been proposed

to efficiently perform both object detection and recognition.

For example, You Only Look Once (YOLO) detects the target

as a bounding box and simultaneously recognizes the target

[2]. Furthermore, it has been shown that even videos can be

processed in real-time [3].

However, these methods require the preparation of model

training data for each target object, which is a significant bur-

den when the types of target objects are large. On the other

hand, for still objects that can be photographed from a specific

direction, such as the cover of a book, object recognition can

be performed by a simple method such as template matching

if the target area can be identified.

In this paper, I propose a method to extract the target area

from the gesture in videos by using YOLO for object detec-

tion. The gesture is performed so that the target area is a

closed area surrounded by the locus of the gesture, and the

target area is extracted by using this locus. The important

point is that, since gestures can be performed by a certain part

of the body such as a hand, only one type of training data

is required for a variety of object detections in this method.

Also, while other object detection methods extract the target

area as a bounding box, this method can extract the target area

according to the shape of the target object. That is, for ex-

ample, when performing template matching, the method can

estimate and correct the target’s tilt or suppress the influences

of background areas.

However, since the above locus is created by continuously

detecting a specific part of the gesture in a video, it causes

some challenges. The locus contains wrong points due to

false detections (hereafter, noises); there may be a double and

missing part of the locus at the beginning and end of ges-

tures. To address these challenges, this method eliminates

these noises and corrects the locus by utilizing the median

and moving average of the locus points. And, I show that this

method can extract the target area through experiments.

Furthermore, in order to investigate the effects of size spec-

ification and tilt correction on recognition accuracy in tem-

plate matching, which is one of the simplified object recog-

nition methods, I evaluated the improvement of recognition

accuracy for books. The purpose of this evaluation was to

clarify the required accuracy in the target area extraction. The

results show that when the vicinity of the target region is ex-

tracted, with a size error of less than 10% and a tilt error of

less than 10◦, the detection is correct.

The remainder of this paper is organized as follows. Sec-

tion 2 presents related works and the aim of this study, and

Sec. 3 proposes a target area extraction method based on ges-

tures in a video. Section 4 shows the implementation and ex-

perimental results of target area extraction, and Sec. 5 evalu-

ates the accuracy of the proposed method and its effectiveness

for template matching. Section 6 discusses on the evaluation

results, and Sec. 7 concludes this paper.

2 RELATED WORKS AND AIM OF THIS
STUDY

In recent years, the effectiveness of object recognition based

on deep learning for images and videos has been widely rec-

ognized and applied to various fields. On the other hand,

when the target area in an image is relatively small, recog-

nition accuracy deteriorates. So, it is necessary to extract the

target area firstly and then perform object recognition.

So, various methods for simultaneously detecting and rec-

ognizing objects have been proposed. Faster R-CNN per-

formed both of them in a lump by collective end-to-end train-
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ing of both models [4], and YOLO executed them with a sin-

gle neural network to improve efficiency [2]. Concerning dif-

ferent scale objects, SSD made it possible to process them

collectively [5], and RetinaNet improved efficiency by intro-

ducing the Feature Pyramid Network (FPN) and improving

the loss function [6], [7]. Then, M2Det has further improved

accuracy and efficiency by introducing the new FPN and loss

function [8].

Among these methods, YOLO has been improved repeat-

edly through version upgrades, and several models are cur-

rently available as YOLOv5 [9]. YOLO estimates the bound-

ing box surrounding the target area and the probability of con-

taining the target when the center of the target area is located

in a grid cell. The grid cell is a part of the image divided by

grids. And, YOLO is known to have high detection efficiency

and accuracy. And, it has been shown that YOLO can be ap-

plicable to real-time object detection and recognition [3].

However, because the above methods use deep learning,

it is necessary to prepare training data consisting of images

and correct labels for model training. For example, YOLO

requires not only the preparation of images for training the

model but also the corresponding correct labels indicating the

location and classification of bounding boxes for each object

contained in each image. Therefore, when targeting a large

number of object types, the burden of creating these labels

increases, which is a major obstacle in practical applications.

On the other hand, trained models and training data for

YOLOv5 for various objects, such as the coco dataset, are

available on the Internet [9]–[11]. Therefore, when targeting

specific objects, YOLO can be easily used for the object de-

tection and recognition from videos in real-time.

The motivation for this study is the idea that the target area

of an arbitrary object can be extracted, by detecting the locus

of a specific object such as the tip of a hand indicated by a

gesture in a video. This locus can be detected in real-time by

YOLO, targeting only one type of object, that is, training the

model is easy. In addition, using the target area extracted in

this way, the target size and tilt can also be estimated from the

area. In other words, when recognizing still objects viewed

from a specific direction, such as back covers of books on

a shelf, it is expected that a simpler method such as template

matching can be used instead of the methods using deep learn-

ing.

Several applications have been proposed for hand gesture

recognition using deep learning, such as conversation and de-

vice control [12]–[14]. However, I could not find application

studies to extract the target area of an object. Furthermore, in

continuous object detection using gestures in videos, it is nec-

essary to eliminate noises due to object detection errors and

to correct a double or missing part near the beginning and end

of the locus.

The aim of this study is to propose a method for extract-

ing the target area with high accuracy using gesture locus and

clarify its effects and practical issues for applying it to object

recognition.

Figure 1: Right hand object detection and recognition using

YOLOv5

3 PROPOSAL OF TARGET AREA
EXTRACTION METHOD USING
GESTURE

3.1 Target Video Frame Images

I propose a method for extracting the target area by using

gestures in videos. In this method, the locus of the gesture is

detected using YOLOv5 (hereinafter, YOLO) sequentially for

each frame of the video, and extracts the area surrounded by

the locus for the target area. In order to correctly detect the

locus indicated by the gesture, we perform noise elimination

and locus correction as mentioned in Sec. 2.

Figure 1 shows an object detection and recognition (here-

after, object detection) result image of the right hand by YOLO

from a video frame. The detected target is indicated by a

bounding box, and the class of the target and the recognition

accuracy are indicated above the upper side of the box. In

this image, my right hand (“myright”) is detected with an ac-

curacy of 77% (“0.77”) in the center. On the other hand, the

lower-left bounding box is falsely detected noise, and its ac-

curacy is 26%. Therefore, in this case, the former is adopted.

3.2 Target Area Extraction Procedure

The procedure to extract the target area from such as the

image of Fig. 1 is shown as follows. Valid coordinates of the

locus are selected, and noises are eliminated using the coordi-

nates median of adjacent frames. Then, the locus is corrected

using the moving average.

3.2.1 Selection of Valid Coordinates in Locus

In this method, one of the vertices of the bounding box shown

in Fig. 1 is selected as a point constructing the locus of the

gesture. In the following, it is assumed that the coordinates

of the top-left vertex are selected. The valid bounding box is

selected in each image with the following condition: its accu-

racy is the highest in the image and greater than the threshold

namely the specified value. And, its coordinate of the top-left

vertex is adopted for the locus as the valid coordinate.

If each set of the coordinate and accuracy of the i-th frame

is indicated by cij and aij , the valid coordinates si shown in
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Figure 2: Noise reduction by median coordinate

the Eq. (1) is selected.

si =

{
cik (∃k(aik ≥ L ∧ aik = max({aij}))
∅ (∀k(aik < L))

(1)

Here, ∅ indicates that the coordinates of the frame are not

selected; L indicates the threshold; {aij} indicates the set of

aij . In the case of Fig. 1, if L = 0.4, then the upper-left

coordinate of the center bounding box is selected because its

accuracy is the highest and greater than the threshold.

3.2.2 Noise Elimination Using Median Coordinates

To eliminate noises, the median coordinates are calculated

from the valid coordinates of the previous and next frames.

Let pg(g = 1, 2, 3, · · · ) be the ordered set of coordinates with

eliminating si if si = ∅ from {si} the set of si in Eq. (1).

Figure 2 (1) shows an example where pg is a noise.

The median of pg is constructed using the interval before

and after the index g. Let Rg indicates the set of indices of this

interval, and let pRx and pRy indicate the set of x-coordinates

and y-coordinates, respectively. I define the median coordi-

nate of this interval by mg = (median(pRx),median(pRx)).
Here, median is the function to get the median value of the

coordinates. And, in the case of Fig. 2, the coordinate “mg”

with the median of each of the x-y coordinates is selected.

The noises are eliminated by using these median coordi-

nates. As shown in Eq. (2), if pg is not the closest coordinate

to mg for the interval Rg , then it is converted to a coordinate

p̃g with empty ∅; else pg is adopted for p̃g .

p̃g =

{
pg (m̃g = pg)

∅ (m̃g �= pg)
(2)

Here,

m̃g = {ph|∃h(dist(ph,mg) = min(dist(pn,mg))

∧∀n ∈ Rg)}
dist(pn,mg) indicates the distance between pn and mg . In

other words, m̃g denotes the coordinate of pn(r ∈ Rg) that is

closest to the median coordinate mg; and, if the correspond-

ing point pg is not this coordinate, then it is set to ∅. The

coordinates of the locus without noises are obtained by elim-

inating ∅ from the set of coordinates {p̃g}.

In the case of Fig. 2, the closest coordinate to the median

m̃g is pg−1, so the coordinate p̃g is set to ∅ and eliminated.

Figure 3: Target area extraction using moving average

The other coordinates of are set as p̃n = pn(r ∈ Rg). As

a result, a locus without the noise is constructed as shown in

Fig. 2 (2).

3.2.3 Target Area Extraction by Using Moving Average

To compensate for doubles or missing near the beginning and

end of the locus, a moving average of the coordinates along

the angle from the center of gravity is created. First, the x-y

coordinate of the center of gravity G is obtained as a sim-

ple average of the x-coordinate and y-coordinate of the set of

coordinates {p̃g} excluding noises (∅), respectively.

Next, as shown in Fig. 3 (1), the coordinates of each point

are transformed into a pair p̂a = (θa, ra) of angle and distance

from G. Let Ra be the interval to calculate the moving average

corresponding to p̂a and define the moving average va by Eq.

(3).

va = (θa, r̄a) (3)

Here,

r̄a = (
∑

ru)/n (u ∈ Ra)

The n is the number of coordinates contained in Ra, and it is

5 in the case of Fig. 3 (1). In other words, r̄a is the average of

the distances between G and the coordinates p̂a(a ∈ Ra).
By connecting the coordinates of this moving average set

{va} along the angle, the target area is extracted as shown in

Fig. 3 (2).

4 IMPLEMENTATION AND
EXPERIMENTS

4.1 Implementation
The experimental system was constructed to verify that the

proposed method can extract the target area. This system was

implemented on a Windows 10 PC, Python Ver. 3.8.13 as the

program, and Pytorch Ver. 1.7.1 with CUDA Ver. 11.5 to use

YOLO, OpenCV-Python Ver. 4.5.5.64 for image and video

manipulation.

YOLOv5s, a highly efficient model of YOLO, was used

and was implemented by adding the necessary functions to

the publicly available program [9]. Similarly, the publicly

available “Egohand Dataset” [11] was used for the training

data of the model. This is the data for training the model to
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Figure 4: Gesture locus and target area extraction experiment

using proposed method

detect four types of hands, the left and right hands of oneself

and the other party, and the number of data is 3,840.

Using a model trained with this data, I implemented a pro-

gram to extract the target area from a video of hand gestures.

First, the hands are detected at each frame, and the valid coor-

dinate in locus is selected using the procedure shown in Sec.

3.2.1. In this implementation, the right hand was used, and

the upper-left corner was assumed to be the tip of the hand, as

shown in Fig. 1.

Next, the procedure mentioned in Sec. 3.2.2 and 3.2.3 is

used to eliminate noises by median coordinate and extract the

target area by moving average. Five points were used to cal-

culate each median coordinate, including the target point and

its front and rear points. Since there was no point on one

side of the endpoints, their median coordinates are omitted.

For the next point, the median coordinate was calculated with

three points instead of five points. The moving average is

also calculated using 5 points, and the set of moving averages

{va} is obtained. The target area is extracted from {va} using

OpenCV’s fillConvexPoly function.

Finally, the bounding box containing the target area is ex-

tracted, setting the target area to the frame image and the out-

side to white.

4.2 Experiments
Using the implemented program, I conducted an experi-

ment to extract the locus of the tip of my hand (hereinafter,

hand) captured on video. To confirm that the program can

detect even in the case of complex backgrounds, I used the

bookshelf shown in Fig. 1. I used a SONY FDRX3000 action

camera, and shot videos at 1, 920 × 1, 080 pixels and 30 fps.

The hands were moved in a clockwise circular motion start-

ing from the lower right in the image. The accuracy threshold

L was set to 0.4.

Figure 4 shows the locus constructed by selecting the coor-

dinates with the highest accuracy for each frame. That is, this

is the original locus detected by YOLO. For the background

in Fig. 4, the image of Fig. 1 is used. In addition, in the

case of this frame image, the hand detected in the center was

adopted, so the left-top vertex of its bounding box is on the

locus. As shown in Fig. 4, since there were noises due to false

detections, the target area could not be extracted directly from

this locus.

Figure 5: Original gesture locus detected by YOLO

Figure 6: Target area extracted by proposed method

Figure 5 (1) shows the locus after selecting only the valid

coordinates and eliminating noises by using median as de-

scribed in Sec.3.2.1 and 3.2.2, respectively. Note that only

the vicinity of the locus has been extracted from the whole

image. The noises were eliminated, but the locus was dou-

bled near its beginning and end. Figure 5 (2) shows corrected

locus from the one shown in Fig. 5 (1) by using the moving

average mentioned in Sec. 3.2.3. The moving average cor-

rected the locus to the place between the doubled loci, and

a closed area could be constructed. However, near the end-

points, since the hand locus deviated from the target area, an

extra area was included as shown right-lower part.

Figure 6 shows the bounding box of the target area ex-

tracted using the locus of Fig. 5 (2). The outside of the target

area has been transformed to white.

We performed the above procedure three times in the same

environment to examine the number of frames detected at

each stage of the procedure. Figure 7 shows the results, and

Figure 7: Corrected locus by proposed method
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Figure 8: Evaluation of target area extraction accuracy

Figs. 4 to 6 correspond to “Case2”. The vertical axis indicates

the number of the detected frames, and the horizontal axis in-

dicates the stage. “Total” shows the total number of frames,

“YOLO” shows the number of detected by YOLO including

noises, and “Valid” shows the number of accuracies above

the threshold (0.4). “Median” shows the number obtained by

using medians, that is, the number of frames after eliminat-

ing noises, and the number after the moving average is also

the same. Note that since the two points at both endpoints of

the locus are excluded in the Median stage, as mentioned in

Sec.4.1, two points are also excluded for the numbers in the

other stages.

As shown in Fig. 7, there was a large difference in the pro-

portion of detections even under similar conditions. In Case3,

the proportion detected by YOLO was less than half that of

Case2; conversely, Case2 had the highest number of points

eliminated due to accuracy under the threshold at the Valid

stage. The number of points judged as noise in the Median

stage was 7 in Case1 while it was 3 in Case2. The former’s

percentage of the total (48), was 14.6%.

5 EVALUATION OF TARGET AREA
EXTRACTION AND OBJECT
RECOGNITION ACCURACY

5.1 Evaluation of target area extraction
accuracy

To evaluate the accuracy of extracting the target area when

using hand gestures, I evaluated the extraction accuracy using

a round wall clock. In this experiment, the camera was fixed

and the hand was moved while watching the monitor in order

to evaluate the accuracy of the locus indicated by hand. The

used camera was a Nikon COOLPIX A1000, and the resolu-

tion and frame rate were the same as in the experiment of Sec.

4.2.

In Fig. 8, the red line shows the locus constructed by using

the median; the green line shows the one by using the moving

average. The accuracy of the target area is low with respect to

the target clock, and in this case, it is outside. Furthermore, at

the lower-right part namely near the endpoints of the gesture,

it is quite outwardly displaced. The former was caused by us-

ing the hand for the gesture, which was too large compared to

the target object. The latter was caused by the detection of ex-

Figure 9: Objects used for template matching

Figure 10: Images for evaluations of size errors

tra hand movement near the beginning and end of the gesture,

namely the movement between the target and the external of

the image.

5.2 Evaluation of Object Recognition
Accuracy Improvement

To investigate the impact of target area extraction on object

recognition accuracy, I evaluated the recognition accuracy of

books stored on bookshelves using template matching. The

purpose of these evaluations is to clarify the accuracy required

to extract the target area by the gesture.

For template matching, the “matchTemplate” function of

OpenCV was used with the normalized squared difference

matching method. The books to be recognized are the six

books shown in Fig. 9. For these books, we evaluated the

variation in accuracy when there are errors in size and tilt be-

tween the template and the target objects in the image, and

when the range of the images was narrowed to the vicinity of

the target.

Figure 10 shows the images to evaluate the case of size

error. Figure 10 (1) shows the whole image; Fig. 10 (2) shows

the image with the narrowed area. Though the latter size is

enlarged in this figure, both images are the same size in this

experiment. The numbers (a), (b), and (c) below each object

correspond to Fig. 9. Similarly, Fig. 11 shows an image to

evaluate the case of tilt error, and note that the margins created

by the rotation are filled in with white. In addition, the images

in Figs. 10 and 11 were shot in a different environment from

that of the template image in Fig. 9.

Figure 12 shows the template matching results of all the

images in Fig. 9 against Figs. 10 (1) and (2), namely the case

of size errors. The “Whole” and “Vicinity” in Fig. 12 corre-
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Figure 11: Images for evaluations of tilt errors

Figure 12: Improvement results for size errors

spond to (1) and (2) in Fig. 10, respectively. “0%” indicates

the case where the template size is adjusted to the target of

Fig 10, while “10%” and “20%” indicate the case where the

template is enlarged to this size, respectively. As shown in

Fig. 12, the recognition accuracy degraded as the size error

increased, and in the case of the “Whole”, no image was rec-

ognized at “20%”. On the other hand, the recognition accu-

racy in the case of “Vicinity” was improved, and two images

were recognized even at “20%”.

Similarly, Fig. 13 shows the result of evaluating the tilt er-

rors, in which “Tilt error” corresponds to the magnitude of

the error between the objects in Fig. 9 and Fig. 11. “0◦” in-

dicates the case where the image is rotated so that the books

are vertical, while “5◦” and “10◦” indicate the case where the

rotation is insufficient by this angle, respectively. As shown

in Fig. 13, the recognition accuracy degraded as the tilt er-

Figure 13: Improvement results for tilt errors

Figure 14: Template matching results on size error

Figure 15: Template matching results on size error

ror increased, and in the case of the “Whole”, no image was

recognized at “10◦”. On the other hand, similar to Fig. 12,

the recognition accuracy of the “Vicinity” was improved, and

two images were recognized even at “10◦”.

In addition, in the case shown in Fig. 12, the books (d) to

(f) shown in Fig. 11 (2) are not detected; conversely, in the

case shown in Fig. 13, the books (a) to (c) shown in Fig. 10

(2) were not detected. This is because the tilt of books was

too large against the corresponding template shown in Fig. 9,

respectively.

Figures 14 and 15 show examples of the matched images

for (2) of Figs. 10 and 11, where the matched places are in-

dicated by the rectangles. As shown in (1) of Figs. 14 and

15, when the errors of scale and tilt are small, the extractions

were accurate. However, when these errors were large, the

accuracies were degraded due to the inclusion of areas other

than the target, as shown in (2) of Figs. 14 and 15.

6 DISCUSSION

In this study, I am trying to clarify the effectiveness of the

proposed target area extraction method and the issues for its

practical applications.

As shown in Fig. 4, several noises tend to be included in

the locus due to false object detections used for the gesture.

As shown in Fig. 5 (2) and Fig. 8, the proposed method

was able to extract the target area by eliminating these noises.

Therefore, I consider that the proposed method is effective for
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the purpose of target area extraction.

As mentioned in Sec. 2, object recognition accuracy can be

improved by specifying the target area in the image, namely

by object detection. In addition to this, this method can ex-

tract arbitrarily shaped target areas, so it is possible to detect

the target size and tilt by utilizing the target area. As shown

in Figs. 12 and 13, it was possible to improve the recognition

accuracy even in simple object recognition such as template

matching by using this data,

On the other hand, through experiments and evaluations,

the issues for practical use were found, too. The first issue

is object detection accuracy including the position of the ob-

ject used in the gesture. By extracting the target area using

gesture, for example, the “vicinity” shown in Figs. 14 and 15

can be applied for the template matching case. In this case,

with a size error of less than 10% and a tilt error of less than

10◦, the detection was correct. However, as shown in Fig. 8,

the gesture locus deviated from the target area. In addition, as

shown in Fig. 7, the object detection accuracy differed greatly

for even similar gestures.

The former was due to the hand being too large to spec-

ify the target area. The latter was due to the use of existing

training data. In other words, it is considered that there were

some differences in visibility between the images of existing

training data and the images of the gesture, though they are

the same objects namely hands.

To address these problems, the following measures can be

considered. First, we can use the part of the body that can

specify the target area more precisely, such as the fingertip,

for the gestures. Second, for efficiently model training, we

can use transfer learning based on the model trained with the

existing training data used in this study according to the usage

part of his/her body. In addition, for distant objects, it is con-

sidered effective to perform gestures while monitoring with a

wearable camera to suppress the difference in viewpoint be-

tween the camera and the operator.

The second issue is that, as shown in Fig. 5 (1), the extra

locus is detected. This method aims to automatically extract

the target area from the continuously shot videos. However,

I found that extra hand motions before and after the target

gesture are also detected as a part of the gesture. To address

this issue, for example, it is considered to stop the gesture at

the beginning and end of the target gesture and identify the

extra frames in videos.

The construction and evaluations of these measures are the

subjects of the next study.

7 CONCLUSION

In order to recognize a small object in an image, it is first

necessary to detect the object, and various methods for simul-

taneous object detection and recognition such as YOLO have

been proposed. However, since these methods utilize deep

learning, there is an application problem that it is necessary

to prepare the training data for each target object.

For this problem, I propose a method to detect the locus in-

dicated by hand gestures in videos using YOLOv5 and extract

the target area. Experiments have shown that this method can

eliminate noises due to false detection and improve the accu-

racy of target area detection. Furthermore, I evaluated the ef-

fectiveness of this method for template matching and showed

that the recognition accuracy can be improved by detecting

the target size and tilt in addition to the target area.

However, it was found that further improvement in the tar-

get area detection was necessary to improve this recognition

accuracy. So, future studies include improving the accuracy

of the target area to be extracted by gestures.
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𝑨𝒃𝒔𝒕𝒓𝒂𝒄𝒕 - During catastrophic disasters like the Japan floods

2018, phone-based emergency call systems may not work as

expected due to heavy congestion or network disruption. So-

cial media, e.g., Twitter and Facebook, has been playing an

essential role as a communication tool to deliver rescue re-

quests in disasters, and it complements phone-based emer-

gency call systems. Understanding rescue requests on social

media is key to realizing the automatic extraction of rescue

requests from a vast amount of social media posts. This paper

analyzes rescue-related tweets, which are tweets containing

rescue-related keywords like #rescue, and proposes a taxon-

omy for rescue-related tweets. According to the analysis, we

construct a classifier based on a recurrent neural network and

an annotation mechanism to identify why the classifier iden-

tifies a tweet as a rescue request. Using these two models, we

reveal why there are many false negatives, i.e., the number of

rescue requests identified as non-rescue requests.

𝑲𝒆𝒚𝒘𝒐𝒓𝒅𝒔: Social Media, Twitter, Disaster, Analysis, Ma-

chine Learning

1 Introduction
Delivering rescue requests from citizens in need of help to

the right persons, such as rescue authorities and first respon-

ders, is a key to effective disaster management. Phone-based

emergency call services, however, may not work as expected

during and after catastrophic disasters because of network dis-

ruption and congestion [1].

Circumstances of rescue requests during disasters have been

changing. Social media, e.g., Twitter and Facebook, plays a

vital role in delivering rescue requests from victims and it

complements existing phone-based emergency call services.

Japan, for instance, had several catastrophic floods in 2018

and 2019. One is the heavy rain of July 2018, also referred

to as Japan floods 2018 [2] and another is the 19th typhoon of
2019 [3]. We observed that many rescue requests were posted

on Twitter during both the disasters.

Few rescue requests on social media, nevertheless, con-

tributed to actual rescue activities. Through our analysis, dis-

cussed later in Section 2, reveals that 312 rescue requests were

posted during the Japan floods 2018, none of them directly

contributed to rescue activities. Most of the rescue requests

on Twitter were forwarded to phone-based emergency call ser-

vices by voluntary workers, which caused further congestion

of the phone-based emergency call services. As another exam-

ple, a local government, Nagano Prefecture, deployed several

workers to capture rescue requests from Twitter [4] during

the 19th typhoon. On the one hand this activity finally con-

tributed to saving about 50 victims, but on the other hand it

consumed many workers, who may have contributed to other

tasks. These tales imply that it is indispensable to extract res-

cue requests on social media automatically to utilize them for

rescue activities. Machine learning is a promising technique

for filtering rescue requests on social media [5]–[7].

Rescue-related social media posts, which are defined as so-

cial media posts having rescue-related keywords like #rescue,

are a “mixture of good and bad” as we will analyze them in Sec-

tion 2. Specifically, many rescue-related social media posts

are not related to rescue requests although they have rescue-

related keywords. One essential issue for extracting rescue

requests from a vast amount of social media posts is variety in

contexts of rescue-related social media posts. Rescue-related

social media posts include not only rescue requests but also

disaster information and sympathy. Another crucial issue is

ambiguity in social media posts due to the nature of free-form

texts. The ambiguity results in blurring the boundary between

rescue requests and disaster information.

Understanding real rescue-related social media posts is a

key to realizing good classifiers for extracting rescue requests

from social media automatically. While many existing studies

analyzed social media posts related to natural disasters, such

as hurricanes [8]–[10], few studies analyze rescue requests on

social media.

The key contributions of this paper are summarized as fol-

lows. First, this is the first study that analyzes rescue-related

social media posts from the perspective of extracting rescue

requests as far as we know. We captured real social media

posts on Twitter during several recent floods in Japan and an-

alyze them. Hereafter, we refer to social media posts simply

as tweets since this study focuses on Twitter as social media.

Second, we conduct preliminary experiments of classifying

rescue requests from numerous tweets with machine learning.

Our experiments reveal several lessons to build a classifier

based on machine learning to extract rescue requests from

tweets.

The paper is organized as follows: In Section 2, we analyze

disaster-related and rescue-related tweets. Based on obser-

vations found in the analysis, we build a classifier to extract

rescue requests from Twitter in Section 3. Section 4 briefly

summarizes related work and Section 5 finally concludes this

paper.

2 Analysis on Disaster-related Tweets
This section analyzes disaster-related tweets captured dur-

ing the recent floods in Japan in order to understand rescue

requests in tweets.
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Table 1: Search keywords used for collecting disaster-related

tweets

Category Keywords
Rain

disaster

Heavy rain, rain disaster, disaster, flood, flood

disaster, disaster-hit area, flood-hit area, river

burst, evacuation, and (confirmation of some-

one’s) safety

Rescue

request

Rescue, rescue request, SOS, and help (me)

First

responder

Rescue team, fire fighting team, police, Japan self-

defense forces, hospital, and local government

Infra-

structure

Infrastructure, lifeline, water supply, electricity

supply, gas supply, (network) disconnection, (net-

work) congestion, (network) failure, and recovery

Volunteer Volunteer, support, and relief supply

Table 2: The number of tweets during the Japan floods 2018

Category Number
Total 6,978,389

Rescue request 246,807

First responder 932,605

Infrastructure 889,889

Volunteer 324935

2.1 Data Set

We collected tweets from three flood disasters in Japan: the

Japan floods 2018 [2], the 15th [11], and the 19th typhoons [3]

of 2019 in Japan. We use the tweets from the Japan floods

2018 for the analyses in this section and those from the other

two disasters for the classification in the next section.

The tweets were captured via the Twitter search API [12]

by specifying disaster-related keywords, which were selected

so that we could capture as many disaster-related tweets as

possible. Tweets retweeted with the twitter official API are

eliminated from the data set. Let us note that all the keywords

are Japanese, and therefore all the tweets are also Japanese.

The keywords are categorized into five classes: rain disaster,

rescue request, first responder, volunteer, and infrastructure,

as summarized in Table 1. We refer to tweets containing at

least one keyword in any of the classes as disaster-related
tweets. In the same way, tweets containing keywords in the

classes of rescue request, first responder, infrastructure, and

volunteer are referred to as rescue, first responder, infrastruc-
ture, and volunteer-related tweets, respectively. Since most

disaster-related tweets contain keywords in the rain disaster

class, we do not focus on tweets in this class. Each class

may have tweets unrelated to the class because they were cap-

tured with keyword search. For instance, tweets that are not

rescue requests, although having rescue-related keywords, are

categorized into rescue-related tweets.

The number of collected tweets, i.e., disaster-related tweets,

in the Japan floods 2018 is 6,978,389 and the number of tweets

in each class is summarized in Table 2.
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Figure 1: Time series analysis of the number of tweets

2.2 Spatiotemporal Analysis
We investigate how the number of tweets grows according

to situations in a flood disaster. To understand this analysis, we

briefly explain the Japan floods 2018. From the end of June

to the middle of July 2018, there was successive heavy rain

in western Japan, and it caused widespread and catastrophic

floods throughout western Japan, especially in Okayama and

Hiroshima. From July 5th to 7th, the most severe floods

occurred in Okayama and Hiroshima.

The time series of the number of disaster-related tweets are

plotted in Fig. 1a. The horizontal and vertical axes represent

the date and the number of tweets in each day. The number

of disaster-related tweets steeply increases around July 5th as

floods became severe, and its peak is on July 6th and 7th, the

most intense days of floods. The numbers of tweets on July

6th and 7th are 591,514 and 584,692, respectively. Note that

the number of disaster-related tweets again increases at the

end of July because another typhoon came to Japan.

Figure 1b indicates the number of rescue, first responder,

infrastructure, and volunteer-related tweets. Though rescue-

related tweets also increased as floods became severe, the

trend is shifted slightly behind compared to that of disaster-

related tweets. That is, the number of rescue-related tweets

suddenly increases on July 7th, and the peak is also on the

same day. We captured that 48,272 rescue-related tweets on

July 7th. First responder and infrastructure-related tweets

were captured almost invariably throughout the disaster. In

contrast, the number of volunteer-related tweets increases in

the aftermath of the disaster.

Next, we analyze the locations where rescue requests were

posted. Because few tweets have geographical metadata like

geotag information, we extract rescue requests (not rescue-

related tweets) that contain a postal address in their text field.

In addition, not only retweeted but also copied tweets are

eliminated. We found 312 rescue requests indicating a postal

address, and we put pins pointing the postal addresses on
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Figure 2: A map pointing rescue requests during the Japan

floods 2018

a map. Due to privacy issues, we present a coarse-grained

map in Fig. 2. One crucial observation is that rescue requests

were concentrated in severely flood-hit areas, which were very

narrow, in the case of the Japan floods 2018. In a certain

town in Okayama, for instance, there were 235 rescue requests

indicating a postal address within a 7 × 5 km rectangle area.

2.3 Understanding Rescue-related Tweets
To understand rescue requests on Twitter, we further picked

5305 tweets, which contains hashtags related with rescue

requests, i.e., #rescue, #rescue request, #SOS, #help, and

#help_me, from the aforementioned rescue-related tweets and

read all of them. We observe that many of the tweets are

not rescue requests. Based on the observation, we define a

taxonomy of rescue-related tweets.

Our taxonomy is inspired by the study by Alam et al. [9].

While the taxonomy in [9] categorizes disaster-related tweets,

our taxonomy focuses only on rescue-related tweets and ana-

lyzes them in detail. Rescue-related tweets are categorized as

follows:

• Rescue request: A tweet that indicates all the following

information: a rescue request, situations of victims, and

locations of victims.

• Incomplete rescue request: A tweet that indicates a

rescue request but lacks either or both the situation and

the location of victims.

• Disaster situation: A tweet that reports situations of

the disaster.

• Sympathy: A tweet that prays for the safe rescue of

victims.

• Advice and supplement: A tweet that gives advice to

victims or adds supplementary information to existing

tweets.

• Volunteer: A tweet that offers or requests voluntary

contributions, e.g., voluntary work and donations of

supplies like foods, water, and clothes.

• Exploitation: A tweet that mentions something un-

related to rescue requests by intentionally exploiting

rescue-related keywords so that the tweet is widespread.

Such tweets, for instance, include political opinions and

advertises services.

• Unrelated: A tweet that is not related to the disaster

while it contains rescue-related keywords, which are

used in a different context from rescue requests, e.g.,

tweets regarding a smartphone game application.

This taxonomy implies that it is challenging to extract rescue

requests via keyword search because many tweets are unrelated

to rescue requests while they contain a rescue-related keyword.

According to a recommendation about rescue requests via

Twitter posted by Twitter Japan (@TwitterLifeline) [13], vic-

tims are recommended to post a rescue request indicating the

detailed current situation and the postal address (or geograph-

ical location) of victims as well as the hashtag #rescue. We,

however, captured many rescue requests that lack necessary

information like the location of victims. We categorize such

tweets into incomplete rescue requests.

We found 312 original rescue requests, some of which do

not have necessary information like the location of victims, in

the tweet data set. Many voluntary citizens re-posted such an

incomplete rescue request by adding missing information, e.g.,

the hashtag #rescue. Hence, there are many tweets categorized

to the class of incomplete rescue requests.

3 Classification Based on Machine Learning

In this section, we build a classifier that identifies rescue

requests among rescue-related tweets and evaluate the perfor-

mance. Moreover, we investigate reasons for false negatives

with an annotation mechanism [7], which explains reasons

why a classifier identifies a tweet as a rescue request.

3.1 Data Set
We use the same data set in Section 2. We use tweets

from the Japan floods 2018 and the 19th typhoon for train

and test data, respectively, because the two disasters caused

more severe damage than recent other typhoons in Japan. In

contrast, we use tweets from all the three disasters for creating

a corpus of disaster-related tweets because we need as many

tweets as possible to create an accurate corpus. For the train

and test data sets, we further extract tweets containing rescue-

related hashtags, i.e., #rescue, #rescue request, #SOS, #help,

and #help me. The train data set has 2000 rescue-related

tweets from the Japan floods 2018 and the test data set has

2091 rescue-related tweets from the 19th typhoon.

3.2 Model of Classifier
We create a classifier using a neural network as a machine

learning technique. The classifier consists of three layers:

a word embedding layer, a recurrent neural network layer,

and a densely connected neural network layer. The word

embedding layer converts a word to a vector of real numbers,

the recurrent neural network layer learns the relation between

tweets and labels, and the densely connected neural network

layer summarizes the output of the recurrent neural network

layer. A schematic diagram of the classifier is illustrated in

Fig. 3.
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Figure 3: Model of the classifier

3.2.1 Labels of Tweets

A label 𝑦𝑡 is assigned to each tweet 𝑡 according to the taxonomy

defined in Section 2. Labels are expressed by 8-bit one-hot

binary vectors, where each bit corresponds to each category.

For comparison purposes, one-bit binary labels 𝑧𝑡 , where 1

indicates 𝑡 is a rescue request and 0 otherwise. For notation

simplicity, the classifier trained with 8 category labels (8-

bit labels 𝑦𝑡 ) and that trained with 2 category labels (1-bit

labels 𝑧𝑡 ) are referred to as the 8-bit and the 1-bit classifier,

respectively.

3.2.2 Preliminary Processing of Tweet

A tweet is segmented into words, and the words are converted

to their base form with MeCab [14], which is an open-source

text segmentation library for the Japanese language. Since

spaces do not separate words in the Japanese language, such

a tool is necessary for processing Japanese text. Next, URLs,

emoticons, and signs, including hash signs, are eliminated.

Screen names are converted into a special word, SCREEN-
NAME. This process converts a tweet 𝑡 to a sequence of words

{𝑤1,𝑡 , . . . , 𝑤𝑛,𝑡 }.

3.2.3 Word Embedding

For constructing a word embedding model, we use GloVe [15],

which computes vector representations for words according to

word-to-word co-occurrence statistics in a corpus. We create a

corpus from the tweets from all the three disasters. The corpus

has more than 23 million unique tweets, and it contains more

than 0.6 billion words. By eliminating words appearing once

in the corpus, the corpus finally has 651,423 unique words.

We build a 256-dimensional word embedding model from the

corpus with GloVe, i.e., a word 𝑤𝑖,𝑡 is mapped to a vector

𝑥𝑖,𝑡 ∈ R
256.

3.2.4 Neural Network

We adopt a recurrent neural network as the main body of the

classifier. A recurrent neural network is a kind of artificial neu-

ral network. It is capable of modeling the dynamics of input

values, and hence it is often used as a classifier for time series

data, including text data. Kshirsagar et al. [7], for instance, use

a recurrent neural network for classifying social media posts.

We adopt gated recurrent unit (GRU) cells in our recurrent

neural network in the same way as Kshirsagar et al. [7]. As

another famous variant of recurrent neural networks, many

studies use long short-term memory (LSTM) cells [16]. Both

cells can model long-term dependencies among values in an

input sequence. For notational simplicity, we refer to a re-

current neural network consisting of GRU and LSTM cells

as an LSTM and a GRU network, respectively. Although

LSTM networks generally outperform GRU networks [17],

LSTM networks have more parameters than GRU networks,

and LSTM networks hence require more train data than GRU

networks. We compare a GRU and an LSTM network in the

following section. Since we do not have sufficient data for

training an LSTM network due to the limitation of the number

of real rescue requests, we mainly use GRU networks. Finally,

we use a bidirectional recurrent network in the same way as

the model in [7].

3.2.5 Performance Metrics

We use the following four metrics: accuracy, precision, recall,

and F-measure. Let TP, TN, FP, and FN be the number of

true positives, true negatives, false positives, and false neg-

atives, respectively. In our case, a true positive (negative)

corresponds to a (non-)rescue request that is (not) identified

as a rescue request. A false negative corresponds to a rescue

request that is not identified as a rescue request and a false

positive corresponds to a non-rescue request that is identified

as a rescue request. The most critical metric for classifiers of

rescue requests is recall, which represents the ratio of tweets

that are identified as rescue requests among tweets that are

actual rescue requests. A low recall value means that many

rescue requests will be missed, i.e., there are many false neg-

atives. Since rescue requests must not be missed, recall must

be high for classifiers of rescue requests.

3.2.6 Annotation

To understand prediction results made by neural networks, we

use an annotation mechanism, also referred to as an attention

mechanism [7], [18], which analyzes hidden states 𝑎𝑛,𝑡 pro-

duced by the GRU or the LSTM layer. Hidden states 𝑎𝑛,𝑡 are

referred to as annotation values, hereafter. A high annotation

value represents that the corresponding phrase is related to a

rescue request.

3.3 Result
We first evaluate the performance of a GRU and an LSTM

network by using the 1-bit classifier. Table 3 summarizes the

classification results and Table 4 shows the four performance

metrics of the two models.

Though both the GRU and the LSTM network achieve high

accuracy, they do not achieve high precision and recall. On the

one hand the LSTM network outperforms the GRU network

in terms of overall performance, i.e., accuracy and F-measure.

On the other hand the GRU network is superior to the LSTM

network in terms of recall. Since rescue requests must not be
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Table 3: Result of classification with the 1-bit classifier

Model Predict\Label 1 0

GRU
1 209 165

0 72 1645

LSTM
1 181 70

0 100 1740

Table 4: Performance of GRU and LSTM

Model Accuracy Precision Recall F-measure

GRU 0.887 0.559 0.744 0.638

LSTM 0.919 0.721 0.644 0.680

missed, recall must be high. We, hence, use the GRU network

in the following experiments. The result, however, shows that

the recall of the GRU network is not sufficiently high, and it

misses approximately a quarter of rescue requests.

To investigate reasons for the misclassification, we next

classify rescue requests into the eight categories, which are

discussed in Section 2, using the 8-bit classifier. We use a

GRU network in this evaluation. Table 5 summarizes the re-

sult. Many rescue requests are misclassified into the following

three categories: disaster situation, sympathy, and advice and

supplement. There are two typical observations about the

misclassification: The first one is that similar expressions are

used in both rescue requests and tweets in the three categories

and the other one is that many citizens retweeted rescue re-

quests by adding text, which is likely to belong to the three

categories.

Regarding the first observation, some rescue requests, for

instance, use guessing expressions, which are often used in

tweets reporting a disaster situation. The following tweet is a

typical example of such rescue requests:

Help me. My house is flooded above the 2nd

floor level. Nobody comes to my rescue. Roads
appear to be blocked due to landslide.

The last sentence is similar to tweets reporting disaster situa-

tions. Such rescue requests are misclassified into the category

of disaster situations.

The second observation comes from the fact that there were

incomplete rescue requests during the Japan floods 2018,

as discussed in the previous section. Many voluntary citi-

zens added several pieces of information, such as hashtags,

to incomplete rescue requests to make them complete and

retweeted them. On retweeting rescue requests, the citizens

often add comments praying for the safety of the victims. The

following tweet is a typical example:

I hope the victim will be successfully rescued
ASAP. #rescue RT: Help me. My house is flooded.

Another example is as follows:

Add #rescue in case you need rescue. RT: Help

me. My house is flooded.

Table 5: Result of classification with the 8-bit classifier

Predict\Label Rescue request Non-rescue request

Rescue request 124 28

Incomplete

rescue request

83 86

Disaster

situation

51 177

Sympathy 11 748

Advice and

supplement

8 362

Volunteer 0 1

Exploitation 1 310

Unrelated 3 98

Such tweets are misclassified into the category of either sym-

pathy or advice and supplement.

Finally, we analyze tweets with the annotation mechanism

to investigate what kinds of phrases contribute to being rescue

requests. We use a 1-bit classifier of a GRU network trained

with tweets from the Japan floods 2018. Then, we derive

annotation values of phrases, which are generated by deriving

all possible 𝑛-grams (3 ≤ 𝑛 ≤ 10) in tweets from both the

Japan floods 2018 and the 19th typhoon. The following list

summarizes phrases of a high annotation value:

• Characteristics of victims like age and sex (e.g., elderly

persons, babies, children, woman, man, octogenarian

(80s), septuagenarian (70s), grandfather, and grand-

mother).

• Situations of flood-hit buildings (e.g., the water level has

been rising gradually and my house is flooded above the

2nd floor level).

• Location names of flood-hit areas during the Japan

floods 2018 (e.g., Mabi-town, Kurashiki-city, Okayama

Prefecture, Japan).

• Numbers in postal addresses (e.g., 𝑥-𝑦 (𝑥 and 𝑦 represent

a block and a house number and they are used like Mabi-

town 𝑥-𝑦 in Japanese style postal addresses)).

In contrast, the annotation values of phrases often used in

rescue requests (e.g., rescue request, SOS, help, share it if you

can, and retweet it if you can) are very low because they are

also used in non-rescue requests. Furthermore, the annotation

values of location names of typhoon-hit areas during the 19th

typhoon are also very low. If we replace a location name in a

false negative rescue request of the 19th typhoon to that of a

flood-hit area during the Japan floods 2018, they are identified

as a rescue request.

3.4 Lessons Learned
This section summarizes four lessons learned through the

classification experiments. First, the entire text of rescue re-

quests should not be used for training classifiers because a part

of a rescue request is often unrelated to the rescue request but

it is similar to tweets reporting disaster situations. Second,

retweeted rescue requests should be carefully handled in the

same way as the first lesson because persons retweeting rescue

requests often add several texts expressing sympathy for the

victims. If texts added on retweeting are unrelated to rescue
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requests, they should be eliminated for training a classifier.

Third, the entire text of tweets should not use for predicting

whether they are rescue requests or not for the same reason

behind the first and the second lesson. One way to realize

this lesson is to classify tweets using annotation values (𝑎𝑖,𝑡
in Fig. 3) as well as a predicted result (𝑧𝑡 ) of classifiers. Using

annotation values allows us to identify texts related to rescue

requests in a tweet and omit texts unrelated to the rescue re-

quests, which cause misclassification, as demonstrated in the

previous section. Finally, location names should be handled

independently for each disaster. One way to follow this lesson

is to convert location names in tweets to a particular reserved

word.

4 Related Work

This section compares the present study with related studies.

Several studies analyzed disaster-related social media posts,

especially focusing on Twitter. Alam et al. [9] analyzed

disaster-related tweets in three hurricanes in the U.S. in 2017,

i.e., Harvey, Irma, and Maria. They conducted both textual

content analysis and multimedia content analysis on tweets

from the three hurricanes. They define a taxonomy for disaster-

related tweets and this study inspired us to categorize rescue-

related tweets. Yang et al. [10] also analyzed tweets from the

hurricane Harvey and proposed a framework to estimate the

credibility of events reported by tweets. They also captured

disaster-related tweets by searching Twitter for predefined key-

words. While those studies focuses on disaster-related tweets,

our study focuses on rescue-related tweets.

Next, we introduce studies that proposed classifiers for so-

cial media posts with machine learning. Studies in [5] and [6]

propose classifiers based on neural networks for detecting fake

information or rumors. Though both studies adopt recurrent

neural networks, they develop slightly different models. Ma

et al. [5] use intervals between social media posts reporting

the same event as input values for their classifiers because of

the fact that tweets are too short to identify their context with

machine learning. Ruchansky et al. [5] propose to use rela-

tion between users who post tweets regarding the same event

as well as texts of tweets to identify fake news. Kshirsagar et

al. [7] propose a classifier for detecting crises like suicide, self-

harm, abuse, or eating disorders by using a recurrent neural

network. They also develop an annotation mechanism for ex-

plaining how social media posts are related to the crises. Their

model uses texts of tweets as input values of their classifier.

Our model is based on their model.

Finally, we introduce our previous study [19], which de-

velops a communication framework for disaster management.

The key idea behind the proposed framework is to utilize social

media for collecting information regarding disaster situations.

The framework delivers social media posts to right persons by

using a machine learning technique. While the motivation of

the previous study is to develop a communication framework

that utilizes social media, the present study focuses on rescue

requests in social media.

5 Conclusion

Circumstances of rescue requests during disasters have been

changing. Citizens in need of help use social media, like Twit-

ter, for expressing their rescue requests. To utilize such rescue

requests on social media, it is a key to understand real rescue

requests on social media. This study captured real disaster-

related tweets from several flood disasters in 2018 and 2019

in Japan and analyzed the tweets. We observed that tweets

having rescue-related keywords are classified into the eight

categories, which include not only rescue requests but also

non-rescue requests. Furthermore, most of the rescue-related

tweets are unrelated to rescue requests. Next, we conducted

preliminary experiments of classifying rescue requests from

tweets. We built a classifier based on GRU and LSTM-based

recurrent neural networks. The experiments revealed several

lessons for building classifiers of rescue requests.
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Abstract - Reports of damage posted on SNS by residents of

disaster-striken area at the time of a disaster are expected to be

of a great use. They may be a valuable source of information

in areas where it is difficult to install, operate, and maintain

observation device, or where devices are just missing. However,

it has not yet been determined how they can be used effectively

for damage assessment. Therefore, a study on a complementary

use of SNS data for flood analysis using data assimilation to

improve damage assessment is in urgent demand. In this paper,

we report the evaluation results of data assimilation assuming

that SNS data can be collected stably, and discuss about the

impact of error values.

Keywords: flood estimation, state-space model, temporal-

spatial analysis, data assimilation

1 Introduction
There are concerns that the risk of floods on a global scale

will intensify. The IPCC’s Fifth Assessment Report stated that

global warming is gradually progressing, and it is likely that the

frequency and intensity of rainfall will change accordingly [1].

There are already many areas where the frequency and intensity

of heavy rain and flooding are increasing worldwide [2] [3]. As

part of measures against flood damage, observing rainfall, river,

and flooding, and grasping the changing situation of rainfall and

river and its influence enables people to judge what action they

should take and take effective steps to prevent or mitigate dam-

age. Many previous studies have attempted to estimate flood

risks using the vulnerability of the area. For example, in [4], the

flood risk in the city was estimated with a detailed spatial reso-

lution of approximately 2 meters. [5] [6] conducted research to

estimate index-based flood risk using a theoretical hydraulic en-

gineering model. Furthermore, a Chinese case in [7] examined

recognizing risks with the situation of 1997’s Red River flood.

Studies are actively conducted to correctly analyze risks by pre-

senting risks to people in affected areas and raising awareness

of individual flood risks to lead to mitigation behavior [8] [9].

However, these previous studies are not temporal estimation

methods but rather only static estimation approaches to calculate

the maximum water level. Such a static estimation result can be

said to be a risk estimation in which the risk value might change

due to fluctuations in rainfall. Considering evacuation behav-

ior, dynamic risk estimation is required because flood situations

change very rapidly with the flooding phenomenon over streets

due to the water overflowing from small rivers and waterways

spreading throughout the city in a complicated manner and due

to the water from the rain that cannot be completely drained.

Therefore, it is necessary to calculate the high temporal-spatial

flood level estimation that fluctuates according to the rainfall

situation to know the risk with a high temporal resolution for

guiding evacuation behavior. Our research goal is to detect

flooding as time-series data with only a limited number of ob-

servation devices.

This paper investigate whether SNS data can be used to assess

flooding. SNS data is said to be effective to figure out flood levels

even in places where it is difficult to install, operate, and manage

observation devices. Although there have been many studies on

flood damage detection using SNS, their effectiveness has not

been clarified, and the amount and content of data collected are

not fixed depending on the case of flood damage. This paper

validates the SNS data using the following procedure based on

our state-space model(SSM), which is our previous research.

The purpose of SNS Data Validation is to investigate whether

SNS data can contribute to the accuracy of flood assessment and

under what conditions SNS data can improve the accuracy.

Then we also suggest a system for an appropriate SNS use case

that could improve the accuracy of flooding assessment further

by adding SNS data as well as observation data, and calculate

flooding conditions for the entire affected area. In order to

realize this system, it necessary to validate the effectiveness of

the SNS data.

We generate quantified SNS data from flood simulations in

this paper. To generate the SNS data, we use time-series data

collected from observation devices at multiple locations. The

results of flood analysis simulation were assimilated using the

time-series data to simulate the SNS locations, the timing of

postings, and numerical flood levels . Then, we append errors

to the simulated SNS data. Afterward, we regenerate a flood

level on the observation location based on the simulated SNS

data with errors and examine the accuracy of the errors on the

data assimilation accuracy.

2 Related Works

2.1 Flood Monitoring
Traditional river sensors [10], [11] have succeeded in detect-

ing disaster signs of large-scale rivers, which have both the

advantage of stable monitoring and the disadvantage of installa-
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tion limitation (i.e., very big equipment, high installation cost of

several million dollars, and complicated pre-configuration). Im-

provements in installation limitations suggest the possibility of a

large number of sensor installations and reliable detection to im-

prove monitoring sensors with higher resolution. Approaching

flood prediction, hydrological techniques [12] or Artificial Neu-

ral Networks [13], [14] are proposed as high prediction methods.

Predicting rising river levels has resulted in highly precise river

inflow in the view of large-scale river analysis. However, these

previous methods cannot predict the flooding of smaller rivers

and waterways. This is because complex water flow prediction

requires analyzing complicated relationships among a plural-

ity of confluent rivers and factoring in the impact of rainfall

dynamics.

2.2 Risk Estimation with Higher Spatial
Resolution

Various studies have already attempted to generate informa-

tion on which place is dangerous. In case studies such as

[15] [16], research aimed at presenting the risk on a map. Sin-

nakaudan et al. [15] developed an ArcView GIS extension as an

efficient and interactive spatial decision support tool for flood

risk analysis. Their extension has the capability to analyze the

computed water surface profiles and produce a related flood map

for the Pari River in ArcView GIS. As another GIS-based flood

risk assessment, Lyu et al. [16] studied the Guangzhou metro

system’s vulnerability. Their results showed the vulnerability

of several metro stations using the flood event that occurred in

Guangzhou on May 10, 2016.

Some studies have already proposed modeling methods that

strictly collect data as input data [4] [17] [18]. Ernst et al. [4]

presented a microscale flood risk analysis procedure as a 2-meter

grid, relying on detailed 2D inundation modeling and on a high-

resolution topographic and land-use database. However, de-

tailed risk estimation requires detailed data measurement, such

as laser altimeter data, and it is not realistic to measure such data

in all areas.

2.3 Flood Ditection through Social Networking
Service

One other way to learn about flooded areas is through social

networking services (SNS). Kim et al. [19] stated that social

networking is the fourth most popular information source for

accessing emergency information. Then they applied social

network analysis to convert emergency social network data into

knowledge for the 2016 flood in Louisiana. Their objective

was to support emergency agencies develop their social media

operation strategies for a disaster mitigation plan. This reference

explores patterns of interaction between online users and disaster

responses.

Sufi et al. [20] designed a disaster monitoring system on so-

cial media feeds related to disasters through AI- and NLP-based

sentiment analysis. Their system has a mean accuracy of 0.05.

They report that their system shows potential disaster locations

with an average accuracy of 0.93. Teodorescu [21] designed

a method for the analysis of SNS for the purpose of forecast-

ing needs and measures for relief and mitigation. His method

analyzes SNS related time-series with the aim of establishing

correlations between characteristics of the disaster and the SNS

response.

2.4 Issues and Approaches
In order to comprehend safe evacuation routes, it is important

to figure out the situation with regard to roads in urban areas.

Currently, flood damage assessment is based on two methods:

numerical simulation (e.g., flood analysis) and monitoring using

low-resolution ground observation data (precipitation and river

water levels).

Numerical simulations are based on differential equations for

flood flow in urban areas for a given amount of precipitation, and

the maximum flood level in a detailed space (e.g., a 10-m grid)

is calculated. Based on the calculated results, hazardous areas in

the event of heavy rainfall are published. However, the analysis

uses an ideal model that assumes fixed parameters such as the

amount of precipitation, its runoff coefficient, and the outflow

conditions of drainage channels. Therefore, in urban areas with

complex rainfall distribution and land use, the analysis results

and actual flood levels will differ. As the result, flooding of roads

occurs prior to the announcement of warnings and evacuation

information, leading to damage.

On the other hand, monitoring establishes thresholds for dan-

gerous water levels at specific locations where there is concern

about road underpasses and river breaches. This is a situation

monitoring method to detect the occurrence of flooding based

on observation data. This method is easy to assess the actual

damage but has the problem of limited observation points.

SNS data is expected to solve these monitoring limitations.

As indicated in the previous section, the importance of SNS

in flood damage detection has long been known and has been

applied in many flood damage cases. However, there is a funda-

mental problem with water damage detection using SNS. That

is, SNS data is not necessarily posted in every case. While it

may work effectively in floods with a high number of postings,

it is highly likely that it will not be as accurate as reported in

floods with a low number of postings. In particular, it may

be difficult to post while ensuring safety in heavily damaged

areas, and communication problems may prevent posting. We

convinced that these problems are obstacles to the effective use

of SNS for flood damage detection. Therefore, in this paper,

we investigate how much SNS data on the number of postings,

their contents, and the timing of postings would be effective for

damage assessment.

We intend to develop a system for improving the accuracy of

flood level estimation through data assimilation using hetero-

geneous data as a prospect for the investigation in this paper.

We have previously proposed a method for estimating the ex-

pansion process of flooding by applying data assimilation using
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observation time-series data as heterogeneous data to simulate

flood analysis. Our estimation method showed a significant im-

provement, with an error of less than 9 cm. We are planning to

add SNS data to this estimation method to further improve its

accuracy and to develop a system to present the flood disaster

situation of the entire affected area. However, although there

have been many studies on flood damage detection using SNS,

the amount and content of the data collected are not well defined

for each flood damage case. The effectiveness of using SNS for

flood level estimation is not yet clarified. Therefore, with the

aim of developing the system to accurately estimate and present

the flooding situation of the entire affected area, this paper in-

vestigates the relationship between SNS data and the accuracy

of flooding estimation through simulations.

3 Proposal of Data Assimilation Method for
Improving Accuracy of Flood Estimation

3.1 SNS Data Validation for Data Assimilation
The basic idea of SNS Data Validation for Data Assimilation

in this paper is illustrated in Figure 1(a), state-space model: SSM

using SNS Data. The purpose of SNS Data Validation is to in-

vestigate whether SNS data can contribute to precise estimation

of flood assessment and under what conditions SNS data can im-

prove the accuracy. Since we are unable to determine the error

rate contained in the SNS data collected at the time of flooding,

we generate altinative quantified SNS data from simulations. To

generate the SNS data, we use time-series data collected from

observation devices at multiple locations. The results of flood

analysis simulation are assimilated with the time-series data to

simulate the SNS locations, the timing of postings, and numeri-

cal flood levels (Figure 1(b)( i )). For this data assimilation, we

used a spatial-temporal state-space model proposed in a previ-

ous our study [22](Figure 1(a) SSM using Observation Data).

Note that, a spatial-temporal state-space model in this paper, is

applied without using the waterway and sewer data used in the

previous study [22], due to these data are generally limited in

availability.

Then, we append errors to the simulated SNS data (Fig-

ure 1(b)(ii)). This assumes the errors in location, time, and

water level value that are present in the textual data of the actual

SNS data. Afterward, we regenerate a flood level on the ob-

servation location based on the simulated SNS data with errors

and examine the accuracy of the errors on the data assimila-

tion accuracy (Figure 1(b)(iii)). This regeneration uses a state-

space model that applies the state-space model of the previous

study [22] toward the spatial direction. Here, if there is a small

difference between the time-series data and the data assimila-

tion results on observation location, it can be expected that the

SNS data is applicable to flood assessment by data assimilation.

Contrary to this, if the data assimilation accuracy is low despite

the small error appended to the simulated SNS data, then there

are problems in the use of SNS data.

(a) SSM using Observation Data

(b) SSM using SNS Data

Figure 1: SNS Data Validation for Data Assimilation

(st1,...,i:observation location, mdk:SNS data posting

location)

3.1.1 Process( i ) Simulated SNS data for Flood Analysis
Simulation

The process flow is shown in Figure 2. In process( i ), the

results of the flood analysis simulation are assimilated with time-

series data collected from observation locations to simulate the

locations, timing of posting, and flood water level values. This

section outlines the spatial-temporal state-space model used in

our data assimilation. The basic flood analysis is based on the

conventional simulation using a surface flooding model. This

method calculates the amount of runoff at each grid location

by expressing the flooding flow as a continuous equation and

motion equations.

A continuous equation is defined as follows.

∂h

∂t
+

∂M

∂x
+

∂N

∂y
= 0 (1)

Motion equations are

∂M

∂t
+

∂UM

∂x
+

∂V M

∂y
+ gh

∂H

∂x
+

1
ρ

τx(b) = 0 (2)

∂N

∂t
+

∂UN

∂x
+

∂V N

∂y
+ gh

∂H

∂y
+

1
ρ

τy(b) = 0 (3)

Each parameter is defined as t: time, H: water level, h:

flood level, U : flow velocity (X direction), V : flow velocity (Y

direction), g: gravity acceleration, ρ: water density, M : flux (X

direction), N : flux (Y direction) (M = uh, N = vh).

Here, shear force in x direction τx(b) and shear force in y

direction τy(b) are defined as follows.

τx(b) =
ρgn2U

√
U2 + V 2

h
1
3

(4)
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Figure 2: SNS Data Process Flow (st1,...,i:observation location,

mdk:SNS data posting location)

τy(b) =
ρgn2V

√
U2 + V 2

h
1
3

(5)

The roughness coefficient n (The resistance value of river

water to touch obstacles) can be expressed as follows, taking

into account the influence of the building.

n2 = n2
0 + 0.020 × θ

100 − θ
× h

4
3 (6)

（n:bottom roughness coefficient, no:composition equivalent rough-

ness coefficient,θ:building occupancy rate)

Equation (1)-(3) calculates flood level h for each grid, ac-

counting for the runoff from the inside of the sewer line to the

ground surface and the flooding to the ground surface from

rainwater. For the above equations, the inflow into each grid

represents the flux into each grid from adjacent grids and the

effect of buildings on the inflow in each grid.

We define D as the two-dimensional space corresponding to

the region of interest and divide D into m grids of d meters

each. Let si ∈ D denote the location coordinates of each grid

(si is denoted by i). Using equation (1)-(3), we calculate ht(i)
for flood level of each grid at time t.

Then, using the state-space model, we estimate the flood level

of grid sk from the observations y
(i)
t collected at the observa-

tion location at time t. Grid sk(k = 1, 2, 3...., m) is the location

indicated by the SNS data. The state-space model is represented

by two types of observation equations; the flood analysis sim-

ulation result ht(i) at grid si, and the difference between the

flood analysis simulation and the observed value at the observa-

tion location. This state-space model is defined by the equations

(7)(8)(9).

y
(i)
t = Str

(i)
t + G

(i)
t x

(i)
t + e

(i)
t (7)

r
(i)
t = r

(i)
t−1 + v

(i)
t (8)

x
(i)
t = x

(i)
t−1 + u

(i)
t (9)

The r
(i)
t denotes the state at time t and v

(i)
t denotes noise.

The term G
(i)
t x

(i)
t represents the total inflow/outflow, and x

(i)
t

is the difference between the flood analysis simulation results

and the observed values. The u
(i)
t denotes the noise at time t.

G
(i)
t is the adjacency matrix indicating the spatial component.

3.1.2 Process(ii) Appending Errors to Simulated SNS Data

Now, in process(ii), we append the error component to the

simulated SNS data. Actual SNS data shows a variety of repre-

sentations of water levels. For example, “It’s flooded up to my

knees," “The car is flooded," or pictures are posted with com-

ments such as “It’s raining so hard." This paper considers SNS

data that expresses water levels in words. The flood level ht(k)
indicated by the SNS data is assumed to contain an error com-

ponent e. The representation type of the SNS data is considered

as a factor that causes errors due to the quantification of the SNS

data (Table 1). We assume that the type of data representation

occurs for each of the posted location, time, and water level val-

ues. For water level values, SNS data can be expressed in the

form of measurement, comparison with an object, or description

of the situation. In the case of measurement, it is considered to

be measured at a guess, which results in a difference from the

actual water level.

When comparing with objects, water levels are explained

based on objects such as knee height or up to the ankles, but

the sizes of these objects vary from each user, so even if quanti-

fied, they differ from the actual water level. Although this is only

an assumption, the average length below the knee for Japanese

people is 46.7 cm in males and 42.9 cm in females, a difference

of about 4 cm even in the average value. In the description of

the situation, the data explains mostly describes the aspect of

flooding, with little mention of water levels, in consequence, it

is expected that quantification itself is often difficult.

For information representation of location, the following in-

formation can be considered: GPS, address, road/river, land-

mark, and city/town name. When GPS is given to SNS data,

the exact location at the time of posting can be reflected in the

quantified SNS data. However, if the location indicated by the

posted message differs from the location at the time of posting,

there is an error from the posted location. The same error occurs

for other types of data representations. In some cases, addresses

of flooded areas are posted for rescue in flooding situations.

Although there may be an error of a few meters, the location

information would be approximately correct. If a road/river is

described as a location, it is considered difficult to determine

the exact location from the text content itself. In the case of

landmarks, the data may indicate the location in front of the

landmark, whereas it is also possible that the data indicates the
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Table 1: SNS Data Representation Types

Data Types Example

Level measurement 30cm

comparison knee height

description looks like river

Location GPS 34.9104, 135.8002

address 1-1 Gokasho,Uji-city,

road/river Route 24

landmark In fromt of Kyoto Station

city/town name Uji city

Time timestamp 2022/7/8/21:00

comparison just now

range about 21:00

location where the landmark is visible, in which case a large

error of about 100 meters or more would occur. For city/town

names, we consider a significant error of several kilometers in

identifying the location, due to the wide range of areas indicated

by the data.

For the representation of time information, there are three

forms to consider timestamp, comparison, and date/time range.

The timestamp can show the exact date and time in the simulated

SNS data. As for comparison, it is considered to be a popular

form of time, nevertheless representations such as "just now" are

likely to include an error of several tens of minutes, as the sense

of time differs among individuals. Additionally, it is assumed

that there are many cases describing a range of dates/times,

such as "around 21:00" or "this evening". While errors can be

expected to be small for numerical time representation, in the

case of "night" and other representations, errors are likely to be

in the order of several hours. Furthermore, as with location,

there are cases in which the time of posting also differs from the

time of flooding, and this difference may result in a significant

error in the time representation.

We define the error components at location sk, resulting

from the quantification, as the error in the representation type

eΔv,Δl,Δt(k), the error relative to the posting location/time

ζΔl′(k), and the error from the time of posting ζΔt′(k).

3.1.3 Process(iii) Flood Level Estimation and its Validation

Process(iii) regenerates the time-series data for the observation

location to investigate the error impact on the data assimilation

accuracy based on the simulated SNS data with error ht(k) +
eΔv,Δl,Δt(k) + ζΔl′,Δt′(k). Here, we use a state-space model

that utilizes the model detailed in 3.1.1 in the spatial direction.

For equation (7)(8)(9), at time t, the simulated SNS data ht(k)+
eΔv,Δl,Δt(k)+ζΔl′,Δt′(k) is substituted into y

(i)
t to estimate the

flood level h′(k′) of the target location sk′ . Simulated SNS data

on a particular location is not continuous time-series data. Thus,

there is only one t in the simulated SNS data, and the state-space

model in process(iii) is applied only in the spatial direction.

The difference between the restored water level h′(k′) and

the actual water level h(k′) is shown as the effect of the error

component eΔv,Δl,Δt(k) + ζΔl′,Δt′(k) on the data assimilation

method. This paper validates the SNS data effectiveness by

comparing flood level h′(i) regenerated from the simulated SNS

data at location k with the actual observed water level h(i).

3.2 Evaluation and Discussion

3.2.1 Evaluation Purpose and Flood Case

This evaluation investigates the effect of the data representation

that text-based SNSs have on the quantification of flood levels.

SNS data reporting water levels during floods often include

measurement of water levels or are expressed in comparison to

a body of water. In addition to water levels, location and time

also contain errors in quantification, depending on the type of

representation. We investigate the impact of SNS data with these

errors on statistical flood analysis, such as data assimilation.

Based on the results, we will discuss what form of SNS data

would contribute to flood assessments.

Our evaluation is based on SNS data simulated by a state-

space model with observed data of flood. We append errors to

the simulated SNS data and observe the effects of the errors.

Then, we determine errors that could occur due to the quantifi-

cation of the SNS data, as shown in Figure 3. This paper uses

flood observations collected in Tsushima City, Aichi Prefecture,

Japan, from October 22 to 23, 2017, due to rainfall caused by

Typhoon No. 23. A rainfall of 32 mm/h was observed at 23:00 at

the nearest precipitation gauge (Aisai Observatory, Aichi Prefec-

ture) to our target area. Using this rainfall data as input values,

we calculated a flood analysis simulation with the flood anal-

ysis simulation NILIM 2.0. With the results of the simulated

flood analysis, we apply the flood estimation method using the

state-space model. For generating simulated SNS data, the state-

spatial model with observation data uses water level observation

data at waterways every 5 minutes collected from pressure-type

sensors installed at four locations in the target area.

Detailed information about the observation locations is pre-

sented as follows. Observation locations 1 and 2, and 3 and 4

are on the same waterway. The distance between observation

locations 1 and 2 is approximately 500 meters, and the distance

between locations 3 and 4 is approximately 600 meters. Ob-

servation location 4 is connected to the sewer. Two waterways

are approximately 500 meters apart. There are no floodgates

between the observation locations. The difference in elevation

in this area is within 0.30 meters, and the elevation values (El-

evation model by Geospatial Information Authority of Japan)

are equal at all four observation locations. The heights from the

bottom of the waterway to the road are 1.01, 1.14, 0.72, and 1.28

meters, and the usual water levels are 0.06, 0.07, 0.16, and 0.31

meters. On the day of the flood, the installed sensor devices

showed, water overflowing the waterways and flood levels of up

to 0.26, 0.25, 0.63, and 0.48 meters above the road.
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Figure 3: Appending Errors to Simulated SNS Data

3.2.2 Evaluation Procedure

The evaluation randomly extracts simulated SNS data according

to the Number of SNS data (8,24,48,80,120,435) from the Posted

area size (10,20,30,40,50, 100[meters]). Errors appending to the

simulated SNS data are parameterized to indicate fluctuations.

The parameters that indicate the fluctuation of each error are

0,10,20,30[cm]. We begin by using the number of SNS data

posted and area size where SNS data were posted as two common

parameters. Subsequently, we adopt the parameters to generate

the errors as water level errors. The error, resulting from the

information representation of the water level value, could be the

fluctuation of the value when the water level is estimated from

the posted SNS data. Although this fluctuation can have a range

of different values, this paper assumes a fixed parameter for the

error in order to verify the effect of the SNS data. We add the

value indicated by the parameter: water level value error to the

water level in the simulated SNS data.

We repeat the above procedure five times and compute the

mean value of the estimation. Simulated SNSs appended with

the errors are applied to the state-space model to calculate the

estimated water levels for the four observation sites with time-

series data.

Preliminary result: SSM with Observation Data For com-

paring the accuracy, this section shows the estimated flood level

l
(i)
tT ,k using the state-space model with observation data (Fig-

ure 1 SSM using Observation Data). Of the four observation

locations, we apply the observation data from three locations

(from time t = 0 to t = 50) to "SSM using Observation Data"

to estimate the flood water level at the remaining one location

(the water level at st1 is estimated using the water level time-

series data at st2, st3, and st4). The estimation results are shown

in Figures 8. The black lines indicate the actual observed flood

water levels, and the magenta, green, blue, and orange dots indi-

cate the estimated water levels using the state-space model. Root

Mean Squared Error: RMSE between the mean of the estimation

results and the actual observed values is shown in Table 2.

In Figure 8 (a), the estimated water level at st1 was the most

(a) st1 Estimation Value (b) st2 Estimation Value

(c) st3 Estimation Value (d) st4 Estimation Value

Figure 4: Preliminary result: SSM with Observation Data

Table 2: RSME: SSM with Observation Data

Location mean minimum maximun

st1 0.19 0.12 0.24

st2 0.20 0.15 0.23

st3 0.38 0.28 0.43

st4 0.28 0.18 0.33

accurate using the data from st3, with an average RMSE of 0.19

meters. The estimated water level for st2 in Figure 8 (b) was also

the most accurate, with an average RMSE of 0.20 meters, using

data from st3. Both estimation for st3 in Figure 8 (c) and st4
in and Figure 8 (d) using data from other observation locations

were less accurate, with average RMSEs of 0.38 meters and

0.28 meters. The results of either estimation resulted in a large

difference from the water level at the flood peak. These results

are due to the failure of the "SSM using Observation Data"

to follow the rising and falling water levels. In our previous

study [22], the maximum error was 9 cm because we included

data of waterways and sewers. However, this paper does not

use those data, in order to apply our system in areas where it

is difficult to collect the data. For all observation locations,

we found that estimation using data from distant observation

locations resulted in large errors.

Result This section shows the results of applying the state-

space model with error values appended to the simulated SNS

data as Water Level Value Error in Table 3. When no error values

were added, the mean values of st1 and st2 showed the smallest

RSME. The larger error value resulted in a larger RSME. On the

other hand, st3 and st4 showed a large RSME in mean value.

Figure 13 compares the time-series data of the actual obser-

vations with the mean value of the estimated values. For st1
and st2, as the water level changes, the water level estimated

from the SNS data also changes and shows little difference from
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Table 3: RSME: Result(3)：Water Level Value Error

Value Error [meter] 0.00 0.10 0.20 0.30

mean 0.04 0.05 0.10 0.15

st1 minimun 0.00 0.00 0.01 0.06

maximun 0.13 0.17 0.27 0.30

mean 0.04 0.03 0.07 0.12

st2 minimun 0.00 0.00 0.00 0.03

maximun 0.26 0.15 0.25 0.39

mean 0.21 0.17 0.13 0.08

st3 minimun 0.00 0.03 0.00 0.00

maximun 0.30 0.28 0.25 0.22

mean 0.13 0.09 0.06 0.05

st4 minimun 0.00 0.00 0.00 0.00

maximun 0.22 0.18 0.37 0.52

(a) st1 Estimation Value (b) st2 Estimation Value

(c) st3 Estimation Value (d) st4 Estimation Value

Figure 5: Result(3)：Water Level Value Error (Mean Value)

the actual observation. In addition, larger error values tend to

provide larger estimates of the results. Meanwhile, ST3 and ST4
result in a difference of about 0.20 meters between the estimated

result (error value: 0) and the actual water level at the peak of

the flooding. We consider that the estimated values were closer

to the actual observed value when the error value was increased

since there was such a large difference at the error value: 0. One

possible reason for this is that the values of st3 and st4 were

estimated lower due to the use of data from other observation

locations when generating the simulated SNS data.

Table 3 shows that the minimum value is almost 0.00 me-

ters, even when large values are added as errors. However, the

maximum value results in an extremely large value. In st1 and

st2, the mean values of RSME do not change significantly after

adding the error value, contrary to this the error value: 0.30

meters in st4 shows an RSME of 0.52 meters, a large error.

Accordingly, this would require a data collection method and

analysis process to reduce the error in values, and a process to

validate the reliability when large water levels are estimated.

3.2.3 Discussion

We found that as long as the error is small and the ratio of fake

data is small, the estimation accuracy does not reduce signifi-

cantly. All evaluations showed significant improvements com-

pared to the state-space model with observations. This is a result

of the fact that the observation locations are about 500 meters

away from the estimated locations, whereas the simulated SNS

data are within 100 meters, allowing for more accurate estima-

tion. Unlike time-series data, SNS data is sparse in the time

direction, although it is effective for estimation if collected at

locations that are nearby to the estimated location.

In this evaluation, we also treated the number of SNS data

and posted area size as parameters. These two parameters did

not significantly affect the estimation results. Hence, we found

that even if the number of SNS data is small, locations near the

estimation location can be estimated with sufficient accuracy.

For st1 and st2, the smaller the parameters, the smaller the

error. These results indicate that time lag and location gap are

allowable within the range of values of this evaluation and that

a small number of errors in water level values and fake data

prevents a large error. For st3 and st4, the errors are large even

without adding the water level error, requiring investigation as

to the cause. Since this paper covers only four observation

locations, we assume that this is due to the effect of low water

levels observed at the other locations. Process in 3.1.1 calculated

a low accuracy estimation of the observed location. As a result,

the simulated SNS data based on the estimation is also calculated

lower than the actual water level. Therefore, we need to improve

the state-space model itself. One idea is to apply observations

and SNS data together to the state-space model and implement

a Kalman filter for locations where time-series data is available.

The purpose of our research is to investigate the conditions

under which SNS can contribute to flood estimation: how SNS

data, if available, can improve the accuracy of flood analysis. In

order to achieve the system in Figure ?? Phase 1 validated the

effectiveness of SNS data in improving the accuracy of flooding

assessments as SNS Data Validation. The results of the assess-

ment using simulated SNS data showed that a certain degree of

error was allowable and that the accuracy was better than that

of estimation using observation data collected over a longer dis-

tance. We conclude that further processing improvements are

needed, such as removing larger errors by estimation using a

combination of observed and SNS data.

4 Conclusion
This study investigated whether SNS data can be used to assess

flooding. Because we believe that SNS data can be effective to

figure out flood levels even in places where it is difficult to install,

operate, and manage observation devices. Although there have

been many studies on flood damage detection using SNS, their

effectiveness has not been clarified, and the amount and content

of data collected are not fixed depending on the case of flood

damage.
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This paper validates the SNS data using the following proce-

dure based on our state-space model. The purpose of SNS Data

Validation is to investigate whether SNS data can contribute to

the accuracy of flood assessment and under what conditions SNS

data can improve the accuracy. Since we were unable to deter-

mine the error rate contained in the SNS data collected at the time

of flooding, we generate quantified SNS data from simulations

in this paper. To generate the SNS data, we used time-series

data collected from observation devices at multiple locations.

The results of flood analysis simulation were assimilated using

the time-series data to simulate numerical flood levels. Then,

we appended errors to the simulated SNS data . Afterward, we

regenerated a flood level on the observation location based on

the simulated SNS data with errors and examine the accuracy of

the errors on the data assimilation accuracy.

Estimation results show that if water levels contained errors,

we found that the errors were small and that if the ratio of fake

data was small, the estimation accuracy would not be signif-

icantly reduced. All evaluations showed significant improve-

ments compared to the state-space model with observations.

Unlike time-series data, SNS data is sparse in the time direction,

although it is effective for estimation if collected at locations

that are nearby to the estimated location. However, some of the

sensors have large errors in the process of calculating simulated

SNS data. This error can be derived from the fact that waterway

and sewer data were not used in the state-space model. Since

waterway and sewer data are difficult to collect, we plan to re-

solve this issue statistically using a Kalman filter. After a further

improvement in accuracy, we will develop and implement Phase

2: Flood Assessment & Promotion Requirement and Phase 3:

Flood Assessment.
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- Atsugi City and Kanagawa Institute of 
Technology have been discussing how to ensure that 
disaster prevention radio broadcasts can be heard even in 
times of disaster, in light of the current nationwide 
inaudibility of disaster prevention radio broadcasts. 
Therefore, we conducted acoustic analysis and listening 
experiments to investigate the actual situation of inaudibility 
of disaster prevention radio broadcasts in Atsugi City, and 
attempted to determine whether Artificial Intelligence can 
automatically discriminate inaudibility. In this paper, we 
conduct a listening experiment using recorded data of test 
disaster prevention radio broadcasts and analyze the 
inaudibility of sound sources for five types of noise and 
weather conditions. In addition, Convolutional Neural 
Network is implemented to discriminate the inaudibility of 
test disaster prevention radio broadcasts by supervised 
learning image classification using 800 spectrogram images 
of the recorded data. As a result, Atsugi City's disaster 
prevention radio broadcasts are considered unlikely to 
function during disasters caused by typhoons or torrential 
rains. In addition, it was found that it is difficult to 
determine the difficulty of hearing disaster prevention radio 
broadcasts by artificial intelligence in this annotation. 

: disaster prevention radio broadcasting, Artificial 
Intelligence, Convolutional Neural Network, noise, weather 

 In recent years, disaster prevention information has 
become indispensable in Japan, where natural disasters have 
occurred in many parts of the country, and Atsugi City and 
Kanagawa Institute of Technology's Research Center for 
Regional Cooperation and Disaster Care have been 
discussing how information should be provided in times of 
disaster. In Atsugi City, information on evacuation actions 
in the event of natural disasters is provided by means of 
disaster prevention radio broadcasts, e-mail newsletters, and 
radio broadcasts[1]. However, in view of the current 
situation in which disaster prevention radio broadcasts are 
not heard nationwide, it was decided to discuss the 
possibility of ensuring that disaster prevention radio 
broadcasts can be heard even when people are outdoors 
during a disaster. 

In this study, we report on acoustic measurement and 
listening experiments of test disaster prevention radio 
broadcasts, and automatic identification of inaudibility using 

AI, with the aim of clarifying the actual condition of 
inaudibility of disaster prevention radio broadcasts in Atsugi 
City. 

Based on discussions with the Crisis Management 
Division of Atsugi City and the Regional Collaboration 
Center, we decided on a series of procedures for evaluating 
the hearing in the Ogino district of Atsugi City, referring to 
the first edition of "ASJ Technical Standards for Ensuring 
Performance of Outdoor Loudspeaker Systems in 
Emergency Situations such as Disasters"[2]. The specific 
flow was as follows: 1. decision to broadcast a test broadcast 
for the Ogino area (Atsugi City), 2. decision of the survey 
date, 3. preparation and distribution of flyers describing the 
survey to residents in the Ogino area, 4. evaluation of 
audibility by residents in the Ogino area (Web), 5. analysis 
and sharing of the results (Kanagawa Institute of 
Technology). The listening survey was conducted targeting 
7,500 people in the Ogino area. On the day of the survey, 
residents were asked to listen to the test broadcasts outdoors 
and evaluate the difficulty of hearing the test broadcasts in 
the form of a questionnaire using a dedicated Web site. The 
dates and times of the test broadcasts were November 18 
(Thursday) and November 21 (Sunday), 2021, at 11:00 a.m.  

Table 1: Heraring survey 
Number of 

cases Proportion 

All audible 195 42.3% 

A little inaudible 125 27.1% 

Almost inaudible 95 20.6% 

Not at all inaudible 46 10.0% 

461 100.0% 
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Table 2: Heraring survey (Including location data)

Tables 1 and 2 shows the total results of the two-day 
hearing evaluation in Ogino area. The evaluation was made 
on the following four levels: 1. All audible, 2. A little 
inaudible, 3. Almost inaudible, and 4. Not at all inaudible. 
The results of this survey showed that the largest number of 
respondents were able to understand the content of the 
disaster prevention administrative broadcasts; however, the 
results of this survey showed that there were some points 
where many respondents were unable to understand or 
almost unable to understand the content of the broadcasts. 

In accordance with the  test method[2] described on 
page 18 on the first edition of the "ASJ Technical 
Standard for Ensuring the Performance of Outdoor 
Loudspeaker Systems in Emergency Situations," fixed-
point observations of the sound source emitted from the 
test disaster prevention radio broadcast were conducted at 
one of the Ogino slave stations. Observations were made 
for 10 days each at a distance of about 100 to 250 m 
concentrically from the sound source (Fig. 1). At the time 
of writing this paper, about 200 days of data were 
recorded by a PCM recorder (Roland R-07, sampling 
frequency: 96 kHz, quantization bit: 16 bit). Although the 
literature [2] stipulates that "situations in which weather 
has a significant influence on listening tests, such as rain, 
snow, and strong winds, should be avoided as much as 
possible", the same method was used regardless of 
weather conditions in order to compare listening 
evaluation results in sunny and bad weather conditions. 

Fig. 2 shows a spectrogram of the recorded sound 
sources in rainy weather. The subjective audibility of the 
observers was evaluated at two levels, A > B. The data 
evaluated as "A" showed wind noise, but the sound 
source was not so difficult to hear because it was raining  

lightly. The data evaluated as "B" were difficult to hear 
because it was raining so hard that an umbrella was  

necessary, and the sound of splashing water when a car 
drove through a puddle masked the sound of the sound 
source. 

Subjective evaluation of listening difficulty was 
conducted on 11 students (11 males, mean age 21.5 years) 
using 20 sound source data of test disaster prevention radio  
broadcasts, including those recorded in the previous study 
[3]. The headphones used were Beoplay H9i (Bang & 
Olufsen). A four-point scale was used to evaluate listening 
difficulty: 1. not difficult to listen, 2. somewhat difficult to 
listen, 3. quite difficult to listen, and 4. very difficult to 
listen [4]. Then, ordinal logistic regression analysis was 
used to examine the effects of five factors (weather (sunny 
or rainy), presence of passing cars or bicycles, presence of 
insects, presence of birdsong, and presence of wind noise) 
on the difficulty of listening. Two types of analyses were 
conducted: one in which only the main effect was analyzed, 
and the other in which the main effect and up to first-order 
interactions were analyzed. 

Fig.1 Measurement points and conditions 

All audible 41 36 6 13 25 3 2 126 

A little inaudible 31 12 4 3 2 14 1 67 

Almost inaudible 10 7 3 42 8 0 5 75 

Not at all inaudible 8 1 0 18 0 0 4 31 

Total 90 56 13 76 35 17 12 299 
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Fig.2 Spectrogram of administrative radio system 

Fig.3 Log odds ratios to listening difficulty on five factors 
derived by considering only main effects (left) and main 

effects with two-way interactions (right) 

Fig. 3 shows the effect of each factor on the difficulty of 
listening (+: p<0.10, *: p<0.05, **: p<0.01, ***: p<0.001). 
When analyzing the effect of only the main effect as shown 
in the left figure of Fig. 3, no significant main effect was 
confirmed for differences in weather (p>0.10). On the other 
hand, when the effects up to the first-order interaction were 
checked as shown in the right figure of Fig. 3, a significant 
main effect was confirmed for the difference in weather 
(p<0.01), and significant interactions were also observed for 
the difference in weather and the presence of birdsong and 
the difference in weather and the presence of wind noise 
(p<0.01). 

The reason for this result is that, although sound sources 
should be difficult to hear in rainy weather, when birdsong 
and wind sound are heard, the effect of rain sound is 
relatively small due to low precipitation. Therefore, it is 
possible that the difficulty of hearing the sound was reduced 
even when it was raining. Conversely, when precipitation is 
extremely high, birdsong and wind sounds are considered to 
be less audible. 

Based on the above, In the case of earthquake disasters, 
the audibility will depend on the amount of traffic at the 
listening point when the weather is clear, and in the case of 
rain, it will depend on the amount of precipitation, but there 
is a high possibility that the sound will be inaudible. In 
addition, in the event of a disaster caused by heavy rain or a 
typhoon, the sound source will be almost inaudible due to 

rain noise, and thus the disaster prevention radio broadcasts 
of Atsugi City are unlikely to function as a means of 
communicating information. 

We implemented Convolutional Neural Network, which is 
used in the field of image recognition such as image 
classification and object detection, and created a model that 
classifies sound sources into two classes, Class A. "easy-to-
hear" and Class B. "hard-to-hear", using 800 spectrogram 
images of test disaster prevention radio broadcast data. Then, 
we examined whether the accuracy of the model can be used 
to evaluate the inaudibility of sound sources in the same 
way as humans do. 

The pre-recorded sound sources were rated in four levels 
(1. not difficult to listen, 2. somewhat difficult to listen, 3. 
very difficult to listen, and 4. very difficult to listen) as 
supervised learning, and the correct answers were labeled as 
1 is easy to listen and 2 to 4 are difficult to listen, thus 
discriminating them as a two-class classification problem. 
The data was classified as a two-class classification problem. 
In addition, the labeling process is ambiguous in that the 
noise is not always present during the one-minute sound 
recording, and it is not clear whether to judge the entire 
recording as difficult to listen to or only the part with the 
noise as difficult to listen to. Therefore, we divided the 
entire one-minute recording data into five-second segments 
to allow for more accurate labeling and more data. Note that 
all image data were resized to 143*143 squares. 

Fig.4 shows that the loss values are large and the 
percentage of correct responses is significantly low, around 
50%. Furthermore, the graph is stagnant from the second 
epoch, suggesting that unlearning is occurring. From Fig. 5, 
the classification model created was used to classify 40 test 
data (20 spectrogram images of Class A and 20 spectrogram 
images of Class B) that are not training data, resulting 
accuracy of 0.53, precision of 0.53, recall of 0.53, F-
Measure of 0.53, and this learning The results showed that 
the model was not able to discriminate the inaudibility of 
disaster prevention radio broadcasts in the same way as 
humans. This result indicates that this learning model could 
not discriminate inaudibility of disaster prevention radio 
broadcasts in the same way as humans. 
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Fig.4 Learning curve with 800 data 

Fig.5 Confusion Matrix 

From the listening survey conducted in the Ogino area, 
the points where the respondents answered that they could 
hardly hear or could not hear at all were often located at the 
edge of residential areas, where the average noise level was 
high, the distance to the loudspeaker was long, and there 
were tall buildings or obstacles in the vicinity. These are 
considered to have a strong influence on the audibility of the 
disaster prevention administrative broadcasts. However, 
there are also some stations that are located too close to the 
disaster prevention radio loudspeaker, but are evaluated to 
be difficult to listen to. This is thought to be due to the fact 
that the broadcast itself is audible, but the sound is heard as 

if it were cracked loudly because it is too close. The failure 
of automatic identification of inaudibility by the 
Convolutional Neural Network may well be due to the 
inadequacy of the model, but it is also possible that the 
correct label given by subjective evaluation may not always 
be correct, since the inaudibility of the same recorded data 
varies from person to person. However, it is also possible 
that the model is inadequate. In other words, the annotation 
was not accurate. Therefore, it is necessary to define 
whether or not it is difficult to listen to each data by multiple 
people and to assign the correct label to each data.

From the results, it is clear that Atsugi City's disaster 
prevention radio broadcasts do not function well as a means 
of information transmission during disasters caused by 
rainfall such as typhoons and torrential rains. In addition, it 
is considered that it is difficult to evaluate the difficulty of 
listening to disaster prevention radio broadcasts using AI in 
this annotation. In this listening survey, we received several 
comments from residents that the way they hear the 
broadcasts changes depending on the wind direction. In the 
future, we will investigate how wind speed and direction 
affect the way of hearing disaster prevention administrative 
broadcasts. We plan to discuss with Atsugi City the future of 
disaster prevention administrative broadcasts and the 
introduction of new information transmission methods using 
ICT, etc., based on the results of this survey and the fact that 
we were able to roughly identify points in the Ogino area 
where it is difficult to hear. 

[1] Disaster Information Transfer / Atsugi City,
https://www.city.atsugi.kanagawa.jp/soshiki/kikikanrik
a/7/8/2310.html [Reference date April 25th, 2022]

[2] ASJ Technical Standard for Ensuring Performance of
Outdoor Loudspeaker Systems in Disasters and Other
Emergencies,1stEdition,
https://asj-msscom.acoustics.jp/?page_id=277

[3] Terashima et al., Acoustical Science and Technology,
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– With the recent spread of social networking 
services (SNSs), information from many tourists has come to 
be shared and collected in real time. While proposing a 
method for estimating the best time to view cherry blossoms 
using Twitter, we are advancing research that is expected to 
help people obtain tourist information. For estimation of the 
best time to view cherry blossoms, a low-cost moving 
average method using geotagged tweets was proposed from 
an earlier study. By combining geotagged tweets and the 
season-estimation conditions, a person can estimate the best 
time to see cherry blossoms in any prefecture in Japan. We 
also proposed a time-series prediction method using machine 
learning to estimate, for a certain future period, the best time 
to view cherry blossoms. This method uses past tweet 
information as training data to predict the number of tweets 
about cherry blossoms within a certain period. Moreover, the 
method estimates the best time to view cherry blossoms based 
on the results. Described herein are the results of estimating 
the best times to view cherry blossoms for 2022, with 
confirmation of the method’s usefulness.1 

: Cherry blossoms; machine learning; SNS; text 
mining; tourism 

In today's information-oriented world, many people 
obtain information from the web. In recent years, with the 
spread of social networking services (SNSs), a great deal of 
widely diverse information is posted and viewed by many 
SNS users. It is not uncommon for tourists use SNSs to gather 
tourist information when choosing places they would like to 
visit. Twitter [1] is an example of a social networking service 
through which tourism information is shared. Twitter is 
generally used to post and view information about personal 

This work was supported by JSPS KAKENHI Grant 
Number JP19K20418, JP20K12081, JP22K13776 and the 
Okawa Foundation Research Grant. 

events and hobbies. Posting text, photos, and other 
information related to Twitter is called "tweeting." Among 
those tweets are some with location information added to a 
setting, called "geotagged tweets." Geotagged tweets can 
reflect real-world situations because they can share what 
happened, where and when. Therefore, they are expected to 
serve as a social sensor for tourists to estimate and obtain 
local tourism information in real time. The use of SNS will 
enable low-cost, seasonal plant seasonality estimation. 
Currently, biological regular observations are conducted by 
the Japan Meteorological Agency based on the Biological 
Seasonal Observation Guidelines. However, seasonal 
biological observations that are fixed-point observations 
using sample trees incur costs because of manual 
observations. The estimation of seasonality using SNS is 
expected to be useful as a new observation method when 
biological regulation observation becomes difficult for 
budgetary reasons. Currently, information related to 
geotagged tweets on Twitter is used to estimate the best time 
to see cherry blossoms. Endo et al. [2] proposed a method that 
uses simple moving averages to estimate the best time to see 
cherry blossoms. This method, which collects geotagged 
tweets that include specific key words, estimates the best time 
to see species by obtaining a simple moving average of the 
number of tweets per date. In other words, it is possible to 
estimate the best time to view cherry blossoms in prefectures 
and localities where a certain number of geotagged tweets are 
displayed. Using this approach, they confirm the real-world 
seasonality of tweets related to the names of organisms in 
each region and demonstrate the potential for presenting 
tourism information in real time. Takahashi et al. [3] 
proposed a method using weighted moving averages to 
improve the estimation accuracy of the method presented by 
Endo et al. Compared to the method using a simple moving 
average, this method can improve the results of estimating 
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cherry blossom viewing season for each prefecture while 
maintaining low costs. Horikawa et al. [4][5] applied the 
estimation method of Takahashi et al. and proposed a method 
for estimating the best time to see cherry blossoms in the 
future using time-series forecasts based on machine learning. 
Time-series forecasting is the process of predicting data 
trends over a future period based on past time-series data. 
Because cherry blossoms are seasonal plants, time-series 
forecasting is useful to predict the number of tweets related 
to cherry blossoms for a certain future period. The judgment 
of when the cherry blossoms are at their best is made by 
analyzing the relative trends in the number of tweets. 
Therefore, we have developed a highly accurate estimation of 
the best time to view cherry blossoms using the time-series 
predictions of tweets. As described herein, we improve the 
estimation method presented by Horikawa et al. and newly 
add tweets for 2022 to estimate the best time to view cherry 
blossoms. In an earlier study, the accuracy of the estimated 
cherry blossom viewing time was less than 50% for all the 
cities tested, thereby rendering accurate estimation 
impossible. We attributed this finding to the small amount of 
data used for machine learning. An earlier study used data of 
2015–2021. The present study used data through 2022. The 
accuracy was improved by removing unnecessary data used 
for machine learning and by improving the data processing 
methods. 

The structure of this paper is the following: Section 2 
presents a description of the research related to this paper; 
Section 3 presents the proposed method; Section 4 explains 
the experimentally obtained results and their evaluation; and 
Section 5 summarizes the conclusions of this study. 

Obara et al. [6] use regional associative words and 
pattern matching from Twitter text to extract tourist 
information and to elucidate where users live. They have 
constructed a system that displays the distribution of tweeted 
locations and estimated user residences by graphing the ratio 
of acquired regional associative words and the number of 
users who tweeted tourist information. The method of 
extracting tourist information using pattern matching 
achieved a conformance rate of 80.2%. 

Silaa et al. [7] propose a new on-the-spot tourist opinion 
extraction method from the internet for tourism information 
analysis systems by building a classifier that automatically 
distinguishes and adds geotagged tweets. They present a 
method to support lesser-known tourist attractions by 
automatically collecting and analyzing geotagged tweets and 
by creating on-the-spot reviews. 

Aono et al. [8] proposed a simple method to estimate the 
flowering date of Someiyoshino cherry trees. The method 
incorporates data of the temperature during the spontaneous 
dormancy period. The starting date is obtained from the 
latitude of the location, distance from the coast, and average 
temperature during January–March. The model accuracy is 
improved by estimating the flowering date at 23.8 days, 
which is the optimal solution common to the entire country 
for the integrated value. When using the earlier model, 35 of 
216 sites had an RMSE of more than 3 days. When using the 

new model, the number of sites was decreased to 19. 
Takamori et al. [9] conducted a forecast of the number 

of new positive cases based on data published as open data by 
the Tokyo Metropolitan Government. Using time-series 
prediction by machine learning and using time-series data 
including the number of newly positive cases of novel 
coronavirus and relevant variables as a dataset, they indicate 
the possibility of using this method to predict the number of 
newly positive cases in the Tokyo Metropolitan Government. 

As described above, some studies have examined 
extraction of tourist information using SNS, studies of the 
estimation of cherry blossom viewing time, and studies using 
time series prediction by machine learning. For the present 
study, we demonstrate the usefulness of a method for 
estimating the best time to see cherry blossoms using machine 
learning time-series prediction for a certain period in the 
future. 

This chapter presents descriptions of the data and the method 
used to estimate the timing of cherry blossom viewing. 

For this study, we used the Twitter Streaming API to 
collect geotagged tweets from Japan that include location 
information [10]. Then, using the simple reverse geocoding 
service [11] of the Ministry of Agriculture, Forestry and 
Fisheries based on latitude and longitude information, the 
collected geotagged tweets were assigned to the prefecture 
from which they originated. The timing of cherry blossom 
viewing was estimated by predicting and analyzing the 
transition of tweets including specific key words from tweets 
in each prefecture. The target regions for the experiment were 
Tokyo, Kyoto, and Shizuoka, all of which have large 
populations and which are famous for cherry blossoms. The 
key word was "cherry blossom" in kanji, hiragana, or 
katakana; the analysis period was February 1, 2015 – 
February 28, 2022. 

Based on tweet information collected in the past, a time-
series prediction of the number of tweets during the estimated 
cherry blossom viewing period was performed. Because 
cherry blossoms bloom mainly during March–April, the 
estimated period of cherry blossom viewing is the two months 
of March 1 – April 30, 2022. By performing time-series 
forecasting of the number of tweets during this period, we can 
estimate the best seasons for viewing in two-month 
increments. This method uses Amazon Forecast [12], a 
service that performs time-series forecasting using statistical 
and machine learning algorithms from Amazon Web Services 
[13] (AWS). The training data for this method constitute a
large dataset of more than 300 days. In addition, the training
data are regarded as seasonal because tweets related to cherry
blossoms blooming around spring of each year are collected.
Therefore, the Amazon Forecast algorithm uses Prophet,
which is suitable for seasonal training data, and DeepAR+,
which is suitable for large datasets of 300 days or more. The
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predicted value is the value that satisfies the 50% demand 
obtained from the weighted quantile loss. Weighted quantile 
loss is a type of metric used during forecasting with Amazon 
Forecast. The predicted number of tweets is rounded down to 
the nearest whole number. If the number of tweets is negative, 
it is treated as 0. The number of tweets during a certain period 
predicted by machine learning is used to estimate the best 
time to view the cherry blossoms. The training data used for 
estimating the best time to view cherry blossoms are tweets 
from February 1, 2015 through February 28, 2022. No tweet 
information was available for 2020 as a result of system 
limitations. Therefore, for prediction, we used tweet 
information from February 1, 2015 through December 31, 
2019, and from January 1, 2021 through February 28, 2022. 
The time-series forecasting period for the number of tweets is 
the two-month period from March 1 through April 30, 2022. 
Prophet is a time series forecasting algorithm based on an 
additive model for which the nonlinear trend fits year, week, 
and daily seasonality. It is most effective for time series with 
strong seasonal effects and several seasons of historical data 
[14]. When using Prophet, data for all months of the year are 
used for forecasting. Deep AR+ uses recurrent neural 
networks (RNNs) for a supervised learning algorithm for 
predicting 1D time series. It works best with large datasets 
[15]. DeepAR+ extracts and uses the period from February 1 
to April 30, which is a characteristic period for the number of 
tweets about cherry blossoms. In addition, because the 
training data for time-series prediction in DeepAR+ use 
continuous values, the dates of the extracted data are 
converted so that they become continuous values. For an 
earlier study, three months of data for each year were 
processed to fit three months of actual dates when converted 
to continuous values. Specifically, data for February through 
April of each year were processed and used as data for 
November–January, August–October, and May–July; data 
for February–April were 89 days or 90 days in leap years, 
which are fewer days than in other seasons. Therefore, when 
applying the data to another three-month period, the data for 
May of the same year were used to compensate for a few days 
of May data to process data for the forecast. In time-series 
forecasting, cyclical fluctuations in past time-series data are 
used as a factor in forecasting. Therefore, the data processed 
in the earlier study might include unnecessary data other than 
those of February–April, which might therefore impair the 
data periodicity. Therefore, for this study, to avoid spoiling 
the periodicity of the time-series data, the data of February–
April of each year were converted to continuous values and 
were used as training data, without supplementing the May 
data. To give a specific example of processing, we extracted 
data of February–April from 2015–2021 and February data 
from 2022, and transformed February 1 through April 30 in 
2021 from November 4, 2021 to January 31, 2022, February 
1 through April 30 in 2019 from August 7, 2021 to November 
3, 2018, and February 1 to April 30, 2018 as May 10 to 
August 6, 2021, respectively. In an earlier study [5], higher 
accuracy predictions were obtained when using Prophet. 

The condition for estimating the best time to see cherry 

blossoms by tweet transition uses the conventional method of 
weighted moving averages. A weighted moving average is a 
moving average with each value weighted. In the method 
used for this study, the median value is set to 1. The minimum 
and maximum values are set respectively as ±0.5 from the 
median value. To estimate the best viewing period for cherry 
blossoms, we analyze the frequency of geotagged tweets 
including the key word. The following three values will be 
analyzed by date and will be used as the basis for estimating 
the optimal viewing period. 

1. 1-year simple moving average of the number of tweets
2. 7-day weighted moving average of tweets
3. 5-day weighted moving average of tweets

To assess the increase in the frequency of geotagged
tweets containing the key words, a 1-year simple moving 
average of the number of tweets was obtained. Because 
tweets including key words have words that are unrelated to 
actual cherry blossoms, one can ascertain the increase in 
tweets related to actual cherry blossoms by comparing the 
number of tweets with the one-year simple moving average 
of the number of tweets. To analyze the increasing trend of 
the number of tweets, a 7-day weighted moving average and 
a 5-day weighted moving average are obtained. Because the 
number of tweets tends to increase on Saturdays and Sundays, 
a 7-day weighted moving average is obtained. The formula to 
be used is shown below. xy denotes the number of tweets x of 
y days prior. 

 (1) 

One can also find the weighted moving average of 5 
days, which is the average number of days between the cherry 
blossom bloom and full bloom. The formula to be used is 
presented below. xy is the number of tweets x of y days prior. 

 (2) 

Using these estimation criteria, we can ascertain that 
cherry blossoms are at their best when the following two 
conditions are met. 

1. Number of tweets is greater than the 1-year simple
moving average

2. The 5-day weighted moving average of the number of
tweets is greater than the 7-day weighted moving
average for three consecutive days

These conditions are used to estimate the best time 
period to see each attraction. 

In this chapter, we present results of the estimation of 
cherry blossom viewing time using this method. The peak 
cherry blossom peak prediction can be achieved by 
combining tweet information with the best time-of-view 
estimation conditions. The accuracy of the peak prediction is 

International Workshop on Informatics ( IWIN 2022 )

97



evaluated by comparing results of peak estimation with the 
correct prediction period, and by the values of the 
reproduction rate and the goodness-of-fit rate. The correct 
prediction period is defined as the period from the cherry 
blossom blooming date to the full blooming date, as observed 
by the Japan Meteorological Agency [16]. The cherry 
blossom date represents the first day when five to six or more 
cherry blossoms are in bloom on a specimen tree. A cherry 
blossom full bloom date is the first day on which 80% or more 
of the specimen trees are open. First, Figures 1–3 respectively 
present results for Tokyo, Kyoto, and Shizuoka prefectures 
for 2022: estimates of the cherry blossom viewing season 
based on the number of tweets obtained from the time-series 

forecast. 
Figures 4–6 respectively present estimated results of the 

best time to see cherry blossoms in Tokyo, Kyoto, and 
Shizuoka prefectures in 2022, based on the number of tweets 
obtained using DeepAR+ as the algorithm for time-series 
prediction. 

Figures 7–9 respectively present results obtained from 
estimating the cherry blossom viewing season in Tokyo, 
Kyoto, and Shizuoka prefectures in 2022. Table 1 presents 
the actual number of tweets and the predicted number of 
tweets. Table 2 shows the reproducibility and goodness-of-fit 
of the estimation of the cherry blossom season using the 
actual number of tweets and the predicted number of tweets. 

Figure 1: Tokyo after forecasting in 2022 (Prophet). 

Figure 2: Kyoto after forecasting in 2022 (Prophet). 

Figure 3: Shizuoka after forecasting in 2022 (Prophet). 

Figure 4: Tokyo after forecasting in 2022 (DeepAR+). 

Figure 5: Kyoto after forecasting in 2022 (DeepAR+). 

Figure 6: Shizuoka after forecasting in 2022 (DeepAR+). 
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Figure 7: Tokyo in 2022. 

Figure 8: Kyoto in 2022. 

Figure 9: Shizuoka in 2022. 

Table 1: Total numbers of actual and expected tweets 

Table 2: Reproducibility and goodness-of-fit rates for actual tweets and predicted tweets 
for the estimated viewing method 

A comparison of Figures 1–9 is illustrative. Comparison 
of Figures 1–3 and 4–6 with Figures 7–9 confirms the 
predictability of the trend in the number of tweets for both 
algorithms. Particularly, only in the trend of the number of 
tweets in Shizuoka prefecture can we confirm the existence 
of a peak in early March, both in terms of actual and predicted 
number of tweets. This finding is attributable to the fact that 
Shizuoka prefecture is famous for its early blooming cherry 
trees such as Kawazu-zakura (in Japanese ) and 
Kakegawa-zakura (in Japanese ). As an example, 

“Kawazu Cherry Blossoms are in full bloom! Kawazu-zakura, 
the original cherry tree, known throughout Japan as an early 
blooming cherry tree, is now in full bloom.” the tweet reads. 
In fact, 108 of the 211 tweets posted during March 1–10 
included the words "Kawazu-zakura or "Kawazu-gawa-
zakura-namiki." Therefore, it is conceivable that the trend of 
tweets related to Kawazu cherry blossoms was predicted. 

Table 1 presents the results. The total number of tweets 
predicted using Prophet tended to be higher than the actual 
number of tweets in Tokyo and Kyoto prefectures, but lower 
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than the actual number of tweets in Shizuoka prefecture. The 
total tweets predicted by DeepAR+ tended to be fewer than 
the actual tweets in Tokyo, Kyoto, and Shizuoka prefectures. 

Table 2 also presents results. The time-series prediction 
of the number of tweets using Prophet showed higher 
reproducibility and better goodness-of-fit than the method 
using the actual number of tweets. The reproducibility of 
Tokyo improved from 62.5% to 100%; the fit rate improved 
from 27.8% to 36.4%. Kyoto prefecture's reproducibility 
improved from 57.1% to 100%; its compliance rate increased 
from 22.2% to 29.2%. Shizuoka prefecture's reproducibility 
improved from 80% to 90%; its compliance rate increased 
from 47.1% to 52.9%. 

For Tokyo, Kyoto, and Shizuoka prefectures, the 
reproducibility and fit rates were higher than those obtained 
using the timing estimation method with the actual number of 
tweets. Shizuoka prefecture in particular achieved a 
remarkably high reproducibility rate of 52.9%. 

The time-series prediction of the number of tweets using 
DeepAR+ demonstrated the possibility of predicting the 
number of tweets in Tokyo and Kyoto prefectures with higher 
reproducibility and goodness-of-fit rates than the method 
using the actual number of tweets, although it was not 
possible to predict the number of tweets in Shizuoka 
prefecture with high reproducibility and goodness-of-fit rates. 
The reproduction and fit rates of time-series forecasting 
method using DeepAR+ and the method based on actual 
tweet counts were compared. The reproduction rate for Tokyo 
improved from 62.5% to 87.5%; the fit rate improved from 
27.8% to 58.3%. Kyoto prefecture's reproducibility improved 
from 57.1% to 100%; its conformance rate increased from 
22.2% to 35.0%. Shizuoka prefecture's reproducibility 
decreased from 80% to 20%; its compliance rate declined 
from 47.1% to 16.7%. 

As reported herein, we conducted experiments to assess 
a time-series forecasting method for estimating the best time 
to view cherry blossoms at a certain time in the future. The 
experiment results indicated the usefulness of this time-series 
forecasting method using machine learning. 

When the number of tweets in the predicted time series 
is used to estimate the best time to view cherry blossoms, the 
repeatability and goodness-of-fit rates are expected to be as 
good as or better than those obtained by estimating the best 
time to view cherry blossoms using actual tweets, except for 
the time series in Shizuoka prefecture using DeepAR+. 
Therefore, results confirmed the possibility of predicting the 
best time to view cherry blossoms for a certain period of time 
in the future using an appropriate algorithm. Comparison of 
the results obtained respectively using Prophet and DeepAR+ 
demonstrated that the accuracy of time-series prediction 
using DeepAR+ was higher in Tokyo and Kyoto prefectures, 
although the accuracy of time-series prediction using Prophet 
was higher in Shizuoka prefecture. An earlier study showed 
that the time-series forecasting method using DeepAR+ failed 
to improve the reproducibility and goodness-of-fit rate 
significantly compared to the method using actual tweets. By 
contrast, this study showed higher reproducibility than that of 

the time-series forecasting method using Prophet in Tokyo 
and Kyoto prefectures. 

For this study, we demonstrated the possibility of using 
a method for estimating cherry blossom season with time-
series prediction of the number of tweets to predict cherry 
blossom season trends for a certain future period. 
Additionally, we demonstrated the possibility of using both 
Prophet and DeepAR+ as algorithms for time-series 
forecasting to achieve higher accuracy. Particularly, the time-
series forecasting method using DeepAR+ enabled more 
accurate forecasts than Prophet by screening data used for 
time-series forecasting. Additionally, results show that the 
use of tweet data enables low-cost estimation of cherry 
blossom seasonality for seasonal plants. In future studies, we 
intend to increase the number of target areas and to achieve 
more accurate forecasts using new cherry-blossom-related 
variables such as temperature.
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- In recent years, with the spread of mobile 
devices such as smartphones and tablets, there have been 
more and more opportunities to easily post text, photos, 
videos, and other information on social networking services 
(SNS) on the internet and add comments. In addition, SNSs 
has made it possible to communicate not only with 
acquaintances but also with people who have never met 
before. However, there have been risks that outsider who are 
unhappy with the content of comments or posting 
procedures may misuse information posted on SNSs to 
engage in problematic behavior such as stalking or 
harassment. To reduce these risks as much as possible, it has 
been important to avoid posting information that are 
vulnerable to misuse. However, we do not know what kinds 
of information are vulnerable to misuse. Therefore, we first 
conducted investigates focusing on the value of information, 
assuming that information that are easily misused are 
information of high value, such as personal information. As 
a result, we have found that, except for information related 
to attracting customers such as gender, occupation, and 
grade, individuals estimate the value of information higher 
than companies and organizations. 

: Personal Information, Personal Data, Sensitive 
Information, Privacy Information 

In recent years, with the spread of smartphones and tablet 
terminals, people have more opportunities to easily post 
texts, photos, and videos on SNSs on the Internet. It has 
become possible to communicate not only with 
acquaintances but also with people we have never met. And 
many SNSs allow users to set the public range so that users 
can receive as little damage as possible from outsiders [1]. 
However, even so, depending on the content of comments 
and the way they are posted, outsiders may engage in 
problematic behavior that users do not want, such as 
stalking or harassment, and may misuse the information 
posted on SNSs [2]. In addition, even if SNS’s users pay 
attention to security and privacy on a daily basis, they may 
become distracted due to poor health or security fatigue and 
post unintentional content [3]. Therefore, it is important to 
avoid disclosing information on SNSs that could be misused 
as much as possible. 

However, the act of not disclosing information out of 
concern for misuse is not an intended use of SNSs and 
reduces its usefulness. Therefore, it is necessary to maintain 
the enjoyment of SNSs, such as communication with 
outsiders, self-disclosure, socializing, information 

acquisition, and entertainment, while keeping the damage 
caused by misuse-prone information that should not be 
posted on SNS within acceptable limits, in other words, to 
strike a balance between opportunities and threats. 

However, it is unknown what kind of information is 
easily misused. In particular, if there is a discrepancy 
between the personal value perception of information and 
the value perception of the world, it may not be possible to 
properly select due to the discrepancy. For example, 
information that is considered to be okay for individuals to 
publish may cause great damage if it is published on SNSs. 

Therefore, we focused on the value of information and 
considered information that is easily misused as information 
of high value. Next, we considered taking that value as a 
monetary amount and quantifying it. Then, in order to grasp 
the difference between individual and general value 
perceptions of information, we investigate the amount of 
money for information by questionnaire in the case of 
individual value perceptions, and by court records of 
companies and organizations in the case of general value 
perceptions. 

In this paper, the value of information and data is 
quantified for the goal of reducing the damage caused by 
information and data related to individuals within the 
permissible range while maintaining the convenience of 
SNSs as much as possible. Chapter 2 is the definition of 
information and data related to individuals, Chapter 3 is the 
current state of data and information on SNSs, Chapter 4 is 
the problems and issues of conventional research, and 
Chapter 5 is the proposal of information related to 
individuals and the value estimation model of data. Chapter 
6 describes the results. Chapter 7 describes the discussion 
and Chapter 8 describes the conclusions. 

In this section, we organize the terms because there are 
several terms with the same or similar names.  For example, 
"Personal Data" under Japanese law [4] and "Personal Data" 
in the European GDPR are different concepts despite having 
the same name. “Sensitive information” and “Special care-
required personal information” are similar concepts but 
different terms. Data and information are strictly different 
concepts. However, data and information are sometimes 
used in the same class. To avoid confusion in this paper, 
"data and information on individuals" is unified as "Inf" and 
divided into Inf.1 through Inf.6, and the position of each 
term is defined in Figure 1 and Table 1. Figure 1 is based on 
existing literature on Personal Data (under the EU’s GDPR), 
personal information and privacy [5][6][7][8][9][10]. 

International Workshop on Informatics ( IWIN 2022 )

103



Figure 1 Personal Data and Privacy 

Table 1 Features of Inf. 

In this paper, we define it as follows: 
“Personal Data” is not Personal Data under Japanese 
law, but Personal Data under the EU’s GDPR. 
"Personal Information" includes Inf.1, Inf.2, Inf.3, 
Inf.4, Inf.5 and Inf.6. 
“Personal Information” includes Inf.2, Inf.3, Inf.4 
and Inf.5. 
The terms “Sensitive information” and “Special 
care-required personal information” are unified to 
"Sensitive information".  Sensitive information” 
includes Inf.4 and Inf.5. 
"Special care-required personal data" includes Inf.6. 

It is easy to judge whether Inf.1 corresponds to Personal 
Data. Personal Data that individuals should pay particular 
attention to when posting on SNSs are Inf.4, Inf.5 and Inf.6 
that require careful handling. In the research of 
Humphreys.L et al. [11], Simple information with personal 
identification such as e-mail address was posted on SNSs 
turns out that this is rare. 

Ishii [12] classifies information on SNSs into two 
categories: identification information and attribute 
information as follows: 
(1) Attribute information (Inf.1)

Information that cannot be identified by one piece of 
information (example: hobbies, occupation / grade, 
family structure, gender, current location, movement 
history, age, birthplace, address to prefecture, 
presence / absence of lover's spouse, blood type, 
etc.). 

(2) Identification information (Inf.2~Inf.5)
Information that combines basic information 
(example: name, affiliated company, school, face 
photo, address, etc.)  

In the case of SNSs, the identification information is a 
factor to expand the friendship to "known friends", but it is 
not a factor to expand to "friends only by SNSs". On the 
contrary, attribute information is a factor that expands 
friendships in both cases. In addition, Sato et al. [13] 
consider that Personal Information on the Internet can be 
classified into four categories, identification information is 
similar to contact information, and attribute information is a 
hobby. Therefore, when posting to an SNS that can be 
viewed by an unspecified number of people, it is often 
posted for the purpose of communicating with an 
unspecified number of people. In that case, attribute 
information rather than identification information is easier to 
disclose self-information. 

When companies utilize information or data provided or 
collected from individuals, Sensitive Information (e.g., 
thought, physical characteristics: Inf.4 and Inf.5) cannot be 
used without their consent [4]. However, in the case of 
individuals, the boundary definition of information to be 
protected is ambiguous and depends on the individual's way 
of thinking. Machida et al. [14] investigated information 
leakage after SNSs postings from 137,877,745 postings 
from June 12, 2012 to June 13, 2013, and found that 0.008% 
of Inf.4 and Inf.5 existed. Although this detection value is 
very low, it is necessary to detect even a very small number 
of Inf.4 and Inf.5 to prevent leaks. 

In the case of Issues of Special care-required personal 
data (Inf.6), which requires careful handling, there are two 
factors that cause it to be posted, although we are careful 
when posting it to SNSs. The first point is "in the case 
which it is used for self-disclosure, entertainment, and 
socializing with friends." The second point is "in the case of 
human error". 

The first point is that there are many cases where an SNS 
is used for self-disclosure, entertainment, and socializing 
with friends. Reasons for participating in the "online 

International Workshop on Informatics ( IWIN 2022 )

104



community," which can be said to be the predecessor of 
SNSs, are the four factors of self-disclosure, socializing, 
information acquisition, and entertainment. Entertainment 
value, social promotion, and group norms have been found 
to influence Facebook1's intent to use [15] [16]. In addition, 
the use of Facebook contributes to the maintenance and 
formation of social capital for university students [17]. 

The second point is the case of human error. For example, 
location information such as GPS is attached to SNSs 
postings, and the location information function can be 
turned on or off depending on the situation at the time of 
posting. However, forgetting to turn it off due to human 
error can lead to leakage of current location and movement 
history. In a study by Tehila et al. [18], 81% (2,383) of the 
surveyed Facebook users posted family-related information 
such as family name, date of birth, and photo, according to a 
survey of Facebook users. Given these facts, the possibility 
of information leakage remains, and caution should be 
exercised when posting on SNSs. 

Ishikawa et al. [19] show two points to consider when 
Personal Data leaks on SNSs. The first point is "information 
that can be easy to search". The second point is "information 
that can be easy to change". 
The first point, " information that can be easy to search," is 

information that makes it easy to connect the person who 
leaked the information and the person on the SNSs (it turns 
out that they are the same person) when the information 
leaks. For example, an email address is information that can 
identify an individual, is easy to link to another SNSs, and is 
easy to access, so care must be taken when handling it. On 
the other hand, if a hobby or profession is not a special 
hobby or profession, it cannot be easily identified as the 
person himself / herself, so there is no need to be careful in 
handling it. It is important to be "difficult to search". 
The second point, "information that can be easy to 

change," refers to information whose contents can be easy to 
change even if the information is leaked. By changing 
contents, it is possible to make it impossible to easily 
identify the person who leaked the information and the 
person on the SNSs as the same person. For example, the 
date of birth and family structure cannot be changed, but the 
email address and mobile phone number can be changed. It 
is important to be "easy to change".  
"Difficulty to search" and "ease to change" are major 

factors influencing the value of information. Conversely, 
"ease to search" and "difficulty to change" are major factors 
that increase the negative effects of information leaks. These 
are different from the concepts of Inf.1 to Inf.6 of Personal 
Data. In other words, it is unique concepts of information 
leakage by SNS's users, which is different from information 
leakage of companies. 

Here, we describe a conventional model that calculates 
the amount of money from the value of information. 

1 Facebook is a registered trademark of Facebook, inc. 

Ponemon [20] proposes a formula to calculate the average 
cost per case for the occurrence of personal information 
leakage. Romanosky et al. [21] have created a cost 
calculation model formulated from incident information of 
Advicen in the United States. However, it is a formula that 
focuses on the corporate cost from the amount of leaked 
information instead of each personal information, and it is 
not possible to calculate the price of each one just by 
knowing the total price. 

There are also calculation models such as conjoint 
analysis [22] and CVM [23]. However, since these methods 
are analytical methods for investigating the needs of victims, 
they are inappropriate methods for investigating the value of 
objective information. Therefore, in order to obtain the 
value of objective information, we considered to use the 
results of the trial and the ideas of companies and 
organizations as the basis. Then, it is necessary to 
investigate how the users of SNSs perceive the value of 
personal information and to investigate the difference from 
the basic axis. 

JNSA [24] aggregates information on incident articles 
reported in newspapers and Internet news since 2002, and 
documents related to incidents released by organizations, 
and calculates the estimated amount of damage 
compensation for each customer of each company.  The JO 
model (JNSA Damage Operation Model for Individual 
Information Leak) is a method that can calculate the price of 
each item and is suitable for our purpose because it is 
designed for companies and organizations to understand the 
potential risk of personal information. The calculation 
formula is shown below. 

Damage compensation amount 
= Leaked information value × Social responsibility degree 
× Post-event response degree 

= (Basic information value  Sensitive Information degree 
Personal identification degree)
 Social responsibility degree 
 Post-event response degree 

= Basic information value [500] 
 [max (10max (x) -1 + 5max 

(y) -1)]
  [6, 3, 1] 
  [2, 1] 
 Post-event response degree [2, 1] 

The main indicators are as follows: 

The leaked personal information is calculated using
a table showing  x (3 
values) and  y (3 values) 
For example, name is x = y = 1, disease name is x = 
1 and y = 2, etc. 
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There are three values of judgment criteria.
If it is possible to easily identify an individual with 
"name" and "address", the value is "6". 
If there is a possibility that an individual can be 
identified by adding the cost with "name" or 
"address + phone number", the value is "3". 
If it is difficult to identify other than the above, the 
value is "1". 

There are two values of judgment criteria.
In the case of business (medical, financial, credit,
etc.) that handles personal information, the value is 
“2”. 
In the case of other general companies, associations, 
and organizations, the value is "1". 

However, the JO model has multiple problems [25]. 
Regarding the basic information value of the JO model, the 
constant of 500 yen is determined by the subjectivity of 
experts, and there is no basis for it. Also, regarding the 
degree of social responsibility and the degree of accident 
response, the JO model is an old model designed nearly 20 
years ago. The law at the time of the judgment has many 
differences from the recent law. Also, regarding the 
coefficient used in the JO model, the coefficient was 
determined by the subjectivity of the experts at that time and 
has no basis. 

Therefore, Yamada et al. [25] proposed a new 
mathematical model (here, it is called Yamada-Model). 
Table 2 shows the coefficients of the new indicators 
(Economic Rank of Sensitive Information degree, Spiritual 
Rank of Sensitive Information degree, Ease of 
Identification) in Yamada-Model. This Yamada-Model 
made it a more realistic model than the JO model. 

Indicators Comparison Three-step coefficient 

Psychological distress JO-Model 50 51 52 
Yamada-Model 1 1.0129 1.0261 

Economic loss JO-Model 100 101 102 
Yamada -Model 1 1.1723 1.3743 

Personal 
identification  

JO-Model 1 3 6 
Yamada -Model 1 1.5158 2.8291 

Note: Psychological distress and Economic loss are included 
in “ .” Personal 
identification is “ .” 

From the Yamada-Model, which is an improved version 
of the JO model, by changing its coefficients and equations, 
we can estimate the value of the information that a company 
considers. And these models are a method to determine the 
impact on victims of personal information leaks based on " 
psychological distress" and "economic loss". However, it is 
based on the leakage of personal information of companies, 
and is different from the leakage of personal information by 
users of SNSs. Therefore, we create a new model for 
estimate information values on SNSs . 

In the case of JO-Model and Yamada-Model, the 
coefficients were "psychological distress" and "economic 
loss". However, personal information leakage on SNSs and 
corporate personal information leakage are different. 
Therefore, we create a model tailored to personal 
information on SNSs. 
In this paper, we replace “psychological distress” with 

“difficulty to change” information. "Difficult to change" 
information refers to information that cannot be changed, 
such as the date of birth. Once leaked, it will remain on the 
Internet forever, causing psychological distress. Due to this 
causal relationship, "difficulty to change" information 
becomes one of the factors of "psychological distress". 
In the same way, we replace “economic loss" with "easy to 

search" information.  "Easy to search" information refers to 
information that can be easy to identify some persons with 
search, such as an email address and phone number. Once 
leaked, the negative effects will be widespread rapidly and 
the information be exploited, causing economic loss 
possibly. Due to this causal relationship, "easy to search" 
information becomes one of the factors of “economic loss".  

Some of the coefficients in the JO-model are subjective or 
based on outdated data. Therefore, we decided to conduct 
this survey in order to create objective and up-to-date 
coefficients while utilizing the Yamada- model. The survey 
items included a total of 15 items of Sensitive Information: 
hobbies, occupation and grade, family structure, gender, 
current location and travel history, landline phone number, 
age and date of birth, self-portrait, e-mail address, cell 
phone number, address, school and work name, name, and 
phone number. These items were picked up from the 
surveyed Inf.1 to Inf.6 basing on Chapter 3. The reason for 
this categorization is that if we simply extracted only those 
items that are frequently posted on social networking sites, 
most of them would be attribute information (Inf.1), which 
would lead to bias. 
Section 3.4 discussed "ease to search" and "ease to change". 

These are some of the key concepts involved in information 
leakage for SNS's users. We considered applying this to the 
New-Model, which is an improvement of the Yamada-
Model, in combination with Section 5.1. The combinations 
are shown in Table 3. In Table 3, the higher up and to the 
right, the higher the risk. 

Table 3 was created based on the following judgment in 
order to process qualitative information quantitatively. Table 
3  is evaluated on a three-values scale with reference to the 
Yamada-Model for both "Changeable information" and 
"Searchable information". 

"Changeable information" conducts a graded evaluation 
based on the time it takes to make changes. Specifically, 
Easy (changeable within 2 weeks), Normal (changeable 
within 2 weeks to 1 year), Difficult (changeable within 1 
year or more before change). 
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"Searchable information" conducts a graded evaluation 
based on the susceptibility to secondary damage. Easy 
(easy to change), Normal (changeable), Difficult 
(unchangeable or difficult) 

Changeable information 
Easy Normal Difficult 

Searchable inform
ation 

Easy 

 Email 
address, cell 
phone 
number 

 Address, 
school name / 
work place, 
name, family / 
friend's name 

Medical 
records 

Normal 

 Current 
location / 
movement 
history 

 Fixed phone 
number 

 Age, date of 
birth, own photo 

Difficult Hobby Occupation / 
Grade 

 Family 
structure, gender 

This section discusses through in Table 3. 

For example, hobby. Least risk. 
For example, occupation, grade. 

Occupation is difficult to specify except for special 
occupations, and it is often difficult to change 
within 2 weeks. 
Also, if only the grade is leaked, it will not be 
identified, but it is difficult to change within 2 
weeks. 

For example, family structure, gender. 
Family structure and gender are difficult to identify 
the individual, but unlike hobbies and occupations, 
it is impossible to change or it takes more than a 
year to change. 

For example, current location / movement history. 
For example, fixed phone number.  

Fixed phone numbers are information that is 
susceptible to secondary damage if leaked. And in 
order to change the number, it is not permitted to 
change the number except for prevention of wrong 
calls or prevention of nuisance calls. Therefore, it is 
information that takes time to change. However, in 
2020, the prevalence rate was 68.1% and has been 
declining in recent years [21]. In addition, 
according to a 2019 survey by the Ministry of 
Internal Affairs and Communications, 5.1% of 
those in their 20s and 30s, who use SNSs, have a 
fixed phone[22]. Therefore, it is easy to be 
damaged if leaked, but the possibility of being 
damaged is low in the first place. 

For example, age, date of birth, own photo. 
Age and date of birth are information that cannot be 
changed, and are information that can be easily 
identified. However, it is almost impossible to 
identify a person with only age and date of birth. 
Photographs are information that cannot be 
changed. It is also information that can easily 

identify an individual. For example, a photo of a 
person wearing a uniform may clearly state the 
name of the school or company. However, before 
posting on social networking sites, we often 
consider the account to which we are posting and 
limit the number of followers who can see the post. 

For example, email address, mobile phone number. 
Both e-mail addresses and cell phone numbers are 
information that is prone to secondary damage, and 
both are information whose ownership has 
increased in recent years with the proliferation of 
cell phones. However, both are information that can 
be changed on the same day. 

For example, address, school name / work place, 
name, family / friend's name 

Addresses, names of schools and companies, and 
one's own name are information that can be used to 
identify one's own person, and are vulnerable to 
secondary damage. However, none of this 
information is impossible to change. 
It takes a minimum of 3 days from application to 
approval for a change of address, and a week to 10 
days for long-term applications.  
The names of schools and companies cannot be 
generally changed because of the emotional impact 
of changing schools or companies, but this 
information is not impossible to change. 
Although it is necessary to prove that the person is 
free to change his/her name, it is possible to change 
the name because there have been cases in the past 
where people who were slandered on the Internet 
and suffered from depression or sleep disorders 
changed their names. It is also possible to change 
one's name within two weeks to one and a half 
months after filing a petition to change one's name 
with the court. 
The names of family members and friends are the 
same as one's own name. 

For example, medical records. Highest risk. 
Information such as medical records is Sensitive 
Information with an extremely high degree of 
privacy, and is vulnerable to secondary damage, so 
that when it is leaked, it causes significant 
psychological and economic damage. 

In addition, Indicators of Yamada-Model in Table 2 is 
applied as it is to this paper. "Personal identification" has 
three values of judgment criteria. 

If it is possible to easily identify an individual with 
"name" and "address", the value is "2.8291". 
If there is a possibility that an individual can be 
identified by adding the cost with "name" or "address 
+ phone number", the value is "1.5158".
If it is difficult to identify other than the above, the 
value is "1". 

Table 4 summarizes the contents of this report. The 
formulas used in this paper are based on Table 4. 

International Workshop on Informatics ( IWIN 2022 )

107



Indicators Comparison Three-values coefficient 
Changeable information New-Model 1 1.0129 1.0261 
Searchable information New-Model 1 1.1723 1.3743 
Personal identification New-Model 1 1.5158 2.8291 

Applying the values in Table 4 to Table 3 results in Table 
5. Each value is the sum of "Changeable information" and
"Searchable information". This is the factor for each
information type.

Changeable information 
Easy 
(1) 

Normal 
1.0129  

Difficult 
1.0261  

Searchable inform
ation 

Easy 
(1.3743) 

 Email 
address, 

mobile phone 
number 
(2.3743) 

 Address, 
school name / 
work place, 

name, family / 
friend's name 

(2.3482) 

Medical 
records 
(2.4004) 

Normal 
(1.1723) 

 Current 
location / 
movement 

history 
(1.1723) 

 Fixed phone 
number 
(2.1852) 

 Age, date of 
birth, own photo 

(2.1984) 

Difficult 
(1) 

Hobby 
(1) 

Occupation / 
Grade 

(2.0129) 

 Family 
structure, gender 

(2.0261) 

It is considered that various information leakage information 
is included in the amount of compensation that comes out in 
the judgment of the court. And each piece of information 
has a weight. Also, considering that it is easier to identify 
the person by leaking multiple types of information instead 
of simply adding, the following formula is obtained. 

Number of information types:  n 
Coefficient for each information type:  Ix (1 ≤ x ≤ n) 
Value of any information:  Vx (1 ≤ x ≤ n) 
Personal identification: PI 
Amount of compensation for the trial: Vall 

Vx= Vall Ix/ (I1+I2+I3+ +Ix+ +In) PI  

Here, as a premise, even if there are multiple leaked 
information, if they are of the same type, they are counted as 
one. Using this newly created formula, the amount of 
information leaked from the company is calculated. 

The results of a survey on value recognition regarding 
Personal Data of companies (organizations) and individuals 
are described. 

Using the coefficients for each information type in Table 
5 and the formula in Section 5.3, the amount of money for 
each information type leaked from the actual compensation 
for the court reparations was estimated. The following are 

the main the name of trial and estimation results regarding 
information leakage (Table 6). 

Judgment 
example 

Leakage information and 
amount 

Compensation 
amount 

1. 1. NTT
phone book
case

Name: 12,124 yen 
Fixed phone number: 11,098 yen 
Address: 12,124 yen 

100,000 yen 

2. Uji City, 
Kyoto
Prefecture
Resident's
card data
leakage case 

Name: 765 yen 
Gender: 650 yen 
Address: 765 yen 
Date of birth: 705 yen 
Family composition: 650 yen 

10,000 yen 

3. Waseda
University
Ezawa
Democratic
Seat Lecture
List 
Submission
Case

Name: 451 yen 
Student registration number / 
university name: 451 yen 
Address: 451 yen 
Fixed phone number: 413 yen 

5,000 yen 

4. Osu City
Information
Disclosure
Ordinance
Case

Name: 4,501 yen 
Address: 4,501 yen 
Date of birth: 4,145 yen 
Sensitive information: 4,526 yen 

50,000 yen 

5. Yahoo! BB
customer
information
leak case

Address: 443 yen 
Name: 443 yen 
Mobile phone number: 441 yen 
E-mail address: 441 yen

5,000 yen 

6. Tokyo
Beauty
Center
Questionnaire 
Response
Information
Leakage Case 

Name: 1,569 yen 
Address: 1,569 yen 
Age: 1,445 yen 
E-mail address: 1,560 yen 
Occupation: 1,323 yen
Mobile phone number: 1,560 yen
Sensitive information: 1,578 yen

30,000 yen 

7. JAL cabin
crew
monitoring
file incident 

Address: 491 yen 
Name: 491 yen 
Date of birth: 452 yen 
Mobile phone number: 488 yen 
Fixed phone number: 449 yen 
Gender: 417 yen 
Sensitive information: 494 yen 

220,000 yen 

8. Benesse
Corporation
Customer 
Information
Leakage Case 

Name: 176 yen 
Gender: 150 yen 
Family structure (scheduled 
delivery date): 150 yen 
Parent's name: 176 yen 
Address: 176 yen 
E-mail address: 175 yen

3,300 yen 

Since  and  in Table 3 did not exist in the trial results 
in Table 5, the price of each Personal Data was estimated 
from the judgments of 13 items instead of 15 items. Table 7 
shows the average of these. From these results, the one with 
the lowest amount is the name of a family member / friend, 
and the one with the highest amount is a fixed telephone 
number of less than 4000 yen. For example, if the allowable 
range is less than 1000 yen, the information from occupation 
/ grade to fixed telephone number is highly valuable, so it is 
better to avoid exposing it to SNSs as much as possible. 
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Target Personal Data Average unit price 
(yen) 

Names of family and friends 176 
Family structure 400 
sex 405 
School name / work place 451 
My photo 452 
email address 746 
mobile number 830 
Occupation / grade 1323 
Age / date of birth 1678 
Sensitive information 2199 
Full name 2465 
address 2565 
Fixed phone number 3987 

We conducted an online questionnaire on the value of 
personal data for 100 university students in their second to 
fourth year at Chiba Institute of Technology.  

The Price of Personal Information 

Suppose your personal information is leaked to a stranger 
through your contribution. What would you estimate the 
price of the leaked personal information to be? (If you have 
never posted before, please use your imagination.) (If you 
have never posted before, please answer in your imagination. 

Interests 
Occupation / Grade 
Family Structure 
Gender 
Current location and travel history 
Age and date of birth 
Photo or video of yourself 
Email address 
Cell phone number 
Fixed phone number 
Address 
Full name 
Name of family member or friend 
School name / work place 
Sensitive Data 

Sensitive data is data with a particularly high degree of 
privacy regarding physical characteristics, thoughts and 
beliefs, political or religious views 

The target audience for the questionnaire is as follows: 
Gender ratio: Male: 62, Female: 35, No response: 3 
Age: 18 to 24 years old (3 people answered that they 
were in their 20s) 
Department: Chiba Institute of Technology 

When the questionnaire was conducted: November 
24th to December 21st 

Figure 2 shows the contents of the questionnaire. 
Amounts are expressed directly in yen. The results are 
shown in Table 8.  The mean and standard deviation are 
abnormally large due to the influence of some outliers. 
Although there is no bias, this may be due to the fact that the 
respondents do not have knowledge of market prices and 
make judgments based only on their senses without taking 
market values into account. Therefore, we determined that 
the mean value does not represent the current situation and 
verified the results using the median value, which is less 
susceptible to outliers. The median, like the currency, is a 
series of "0s," but it is an unadjusted, unbiased value. 

Target 
Personal 

Data 

Average value Standard deviation 
Median 

Gender 114011.7 998594.3 100 
Family 
Structure 

1177083 9993660 1000 

Occupation 
/ Grade 

9000000000023080000 89548869339593500000 1000 

Age and 
date of 
birth 

1011282249 9999375514 2000 

Photo or 
video of 
yourself 

1790629 10227958 4500 

School 
name / 
work place 

9000000000023080000 89548869339593500000 5000 

Email 
address 

2756211 14357866 5000 

Names of 
family and 
friends 

9000000000023080000 89548869339593500000 10000 

Cell phone 
number 

22415057 134446428 10000 

Sensitive 
Data 

9.99999999999999
1039 

1.00498548997919
1041 

10000 

Full name 1.00000000000002
1021 

9.9498743710662 1021 10000 

Fixed 
phone 
number 

4493180 19653382 10000 

Address 100106980519 999938392002 50000 

The results of the survey are as follows: 
Gender has the lowest amount. 
The amount of money for the address is 50000 yen, 
which is the highest. In other words, they are afraid 
that their addresses will be clarified. 
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Since the amount of money for companies is based on the 
opinions of lawyers and experts, and the amount of money 
for individuals is based on subjective recognition, it is 
judged that the influence of bias is less for companies and 
organizations than for individuals. The magnification of 
individual value recognition is shown based on the company 
/ organization. The results are shown in the table below. 
(Table 9) 

As a result, it was found that the value recognition of 
individuals is low for gender, occupation and grade, but the 
value recognition of other items is higher for individuals 
than for companies / organizations. In other words, it can be 
seen that the value recognition is higher for individuals than 
for companies as a whole. In addition, the personal 
information with the smallest difference in value recognition 
between individuals and companies / organizations was age 
/ date of birth, and on the contrary, the difference in value 
recognition of 10 times or more occurred in school names / 
workplaces and mobile phones. The numbers and addresses, 
especially the names of family and friends, differed by more 
than 50 times. 

No. Leakage information Comp
any Individual 

Individual value 
recognition ratio 

when the 
company is set to 

1 
1 Gender 405 100 0.25 
2 Occupation / grade 1323 1000 0.76 
3 Age and date of birth 1678 2000 1.19 
4 Family Structure 400 1000 2.50 
5 Fixed phone number 3987 10000 2.51 
6 Full name 2465 10000 4.06 
7 Sensitive Data 2199 10000 4.55 
8 email address 746 5000 6.89 
9 Photo or video of 

yourself (photo) 452 4500 9.96 

10 School name / work 
place 451 5000 11.08 

11 Cell phone number 830 10000 12.05 
12 Address 2565 50000 19.49 
13 Names of family and 

friends 176 10000 56.69 

First of all, it can be seen that individuals have a higher 
recognition of the value of Personal Data than companies. 
The results can be divided into the following two groups. 

A) Information that companies value more than
individuals

Gender
Occupation / grade

B) Information that individuals value higher than
companies

Age and date of birth
Names of family and friends

The direct factor in Group A is that individuals value 
gender low and companies highly value occupations and 
grades. In addition, these two pieces of information are 
highly evaluated by companies because they recognize that 
they are elements that can be used to attract customers, such 
as the Recommend function. On the contrary, for individuals, 
it is "attribute information that cannot be identified by one 
piece of information", and even if it is leaked, it will not be 
directly harassed. Therefore, companies recognize that they 
are more valuable than individuals. It is necessary to 
recognize that the information in this group is more valuable 
than the individual thinks. 

Next, consider Group B. Leakage of “Photo or video of 
yourself”, “School name / work place”, “Cell phone 
number”, “Address” and “Names of family and friends” 
may be abused by a malicious person. Companies also 
recognize the important value from the amount of money, 
but individuals recognize that it is even more important. 
There are three possible reasons why individual value 
recognition has become extremely high.  

One is fears about the damage that can occur when 
information is leaked. Second is vague fears that the person 
actually burned up in the post and was personally identified 
and learned the fact of slander in the news etc. Third, 
privacy influences value recognition. Sensitive Information, 
“Photo or video of yourself”, etc. are information related to 
privacy. This is less scary than the leak of “School name / 
work place”, “Cell phone number”, “Address” and “Names 
of family and friends”, but there is a dislike for the 
unspecified number of people to know their privacy, so 
many SNSs It is a factor that boosts individual value 
recognition of posted information. Compared to corporate 
value recognition, individual value recognition was 
excessive. This is different from our assumption, and it was 
found that individuals have higher value recognition for 
more information posted on SNSs than companies. 

In this paper, as a result of investigating the value of the 
information posted on SNSs posts, it was found that the 
value recognition of individuals is higher than that of 
companies (organizations) for many information. This is 
because there is anxiety about damage after information 
leakage, vague fear of actions that users do not want, and 
invasion of privacy. In addition, it was found that 
information related to attracting customers, such as gender, 
has a higher recognition of the company's value than 
individuals. 

As future issues, since the tolerance is 10% in this 
questionnaire, we will increase the number of respondents, 
reduce the tolerance, investigate whether there is any change 
in the results, and the influence of the difference in value 
recognition between companies and individuals. At the same 
time, in order to reduce the number of outliers, we plan to 
review the questions and content of the questionnaire. 
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Abstract - Development projects in companies have the

critical task of employee development in addition to project

goals such as improving QCD. The members assigned to a

project are given goals, and they learn by experience through

on-the-job training (OJT) to acquire the skills necessary for

their respective organizations. Currently, CMMI and PM-

BOK, which are used as standards for project management,

refer to organizational training, but it is not clear how to pro-

ceed with OJT in development projects and how to evaluate

the results of such training. This study proposes a method to

formalize OJT in project management by using rubric evalu-

ation.

Keywords: Project Management, OJT, Rublic Evaluation

1 INTRODUCTION

The organization or projects that develops a system has the

critical task of training its employees. It is as important as

providing products and services to customers.

Employee training in a company mainly consists of group

training and on-the-job training (OJT).When new graduates

join a company, there is a training period of several weeks to

several months. Training is provided mainly through group

education. However, since only textbook content is taught in

classroom training, specialized business knowledge is trans-

fered through OJT through real work after being assigned de-

velopment projects. OJT is defined as an educational method

in which employees are given appropriate roles and respon-

sibilities within a project, and are guided by their supervi-

sors and senior staffs in the workplace to acquire knowledge,

skills, etc. through actual work.For example, in the case of a

software development company, programming languages can

be taught to freshmen through group training. Many inter-

actions with long-time customers are undocumented. Such

content is passed on through OJT.

However, previous studies have not established best prac-

tices in organizational training. The method of training may

vary widely depending on the nature of the company’s busi-

ness and organization.In some cases, common content is pro-

vided to employees in accordance with training manuals, while

in other cases, as in the old apprenticeship system, employees

are told to watch and learn from their seniors.

When planning a development project, a deadline is set just

in time for the estimated man-hours. There is usually not

enough time or cost to meet these deadlines. Even if em-

ployees set goals and create training plans within the project,

they cannot charge the customer for the time and cost of the

training, which is added to the project cost. The plan often

falls through.

Even when organizational training is conducted using class-

room lectures or on-the-job training, the evaluation methods

are often not clear. They may be evaluated based solely on

the subjectivity of the observer, or from perspectives that the

learner cannot even imagine. Sometimes, personnel evalu-

ations may be mixed.In order to avoid such a situation, it is

considered necessary to provide clear indicators and measures

before undertaking organizational training, to confirm each

other’s training goals, and to have a system to evaluate the

level of achievement upon completion of the project.

In this study we propose a method that applies the concept

of rubric evaluation to organizational training in development

projects to make it efficiently and effectively. Rubrics are a

system of evaluation used for quality assurance in university

education.It uses rubrics consisting of measures of the suc-

cess of learners’ performance and descriptions of the charac-

teristics of each measure.The rubric is used as an indicator to

evaluate the achievement of learners by presenting a scale of

qualities and abilities required by the organization to learners

in advance.

Similarly, the rubric is provided at the start of organiza-

tional training to activate communication between instructor

and learner by confirming training objectives. Provide timely

feedback to avoid one-way teaching and learning, and assess

learner’s achievement in accordance with the agreed indica-

tors at project completion.

As for previous studies in this field, Ozawa et al[1] pointed

out that classes that emphasize learner autonomy are imple-

mented rather than one-way lectures from teachers, such as

problem-based learning and learner-constructive classes. They

pointed out the importance of the learning environment in

learner-constructed classes. Hayashi and Terashima et al[2]

clarified the evaluation criteria between learners and evalu-
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ators as an issue in measuring educational outcomes.They

point out the adverse effects of emphasizing evaluation in-

formation from the observer and unilateral grading from the

evaluator.Nagata et al[3] report a practical example of incor-

porating portfolio creation activities and evaluation in a teacher

training course, using a class in a different grade level.There

have been studies using rubrics for educational activities and

learner self-evaluation at universities and other institutions.There

is no particular discussion of the application of rubrics to or-

ganizational training in system development projects to im-

prove the process.

In this paper, Chapter 2 describes the current status and is-

sues of organizational training in system development projects.

In Chapter 3, we explain the concept of rubric evaluation to

solve the issues clarified in Chapter 2. Chapter 4 describes

future issues.

2 CURRENT SITUATION AND ISSUES OF
ORGANIZATIONAL TRAINING ON
DEVELOPMENT PROJECTS

2.1 Organizational Training at MMI

CMMI (Capability Maturity Model Integration) is currently

the most commonly used process management method in com-

panies, and it describes the basic behaviors that should be en-

couraged in organizations and projects that develop systems.

22 processes are presented as best practices in five levels, and

the maturity levels are graded.One of the processes in CMMI

Maturity Level 3 is ”Organization Training”. It describes the

training to be conducted in organizations and projects.

Organizational training in CMMI is described as PDCA

(Plan, Do, Check, Act) of process management like other

processes. By identifying the training needs of the organi-

zation and one-year organizational training is planed. Then, t

raining is conducted in accordance sith the plan, and the de-

gree of achievement of organizational training is evaluated at

progress meetings and project completion meetings. Correc-

tive actions are taken if nessesary when you see a difference

between the plan and the actual results.

Organizational training includes group training and on-the-

job training.Standardized content with textbooks, such as ITSS

(Skill Standard for IT Professionals), is suitable for group

training.The company defines the necessary skill sets, the in-

ternal training committee prepares training materials, and group

training is conducted through classroom lectures by in-house

instructors.

On-the-job training is best suited for specialized content

that has been passed down from generation to generation in

an organization. OJT requires more experience and is not al-

ways easy to learn. For example, even if a new employee

understands the operation manual, there may be a difference

in work speed and product quality between a new employee

and a skilled employee. This is called a learning curve, and

work efficiency increases as more experience is gained. This

is due to the acquisition of tacit knowledge through experi-

ence. Newer employees, who still have less experience, lack

it. This difference occurs. There is also a ”sense” or ”feeling”

that comes with experience.In order to develop skilled em-

ployees to the level of skilled employees, the skills and tech-

niques of skilled employees must be transferred to younger

employees as well.

However, most skills and technologies are tacit knowledge

of skilled employees. It is not easy to transfer tacit knowledge

to others.Since it is difficult to transfer tacit knowledge, there

is no choice but to have young employees acquire tacit knowl-

edge through experience, just as skilled employees do.Since

it is difficult to hand down tacit knowledge to others, young

employees, like skilled employees, have no choice but to ac-

quire tacit knowledge through experience.Since it is difficult

to hand down tacit knowledge to others, it is necessary to have

young employees acquire tacit knowledge through experience

in the same way as skilled employees.

CMMI is the most reliable best practice in process im-

provement. It describes methodologies. It tells you what to

do to help your organization acquire the skills it needs, but

not how to do it. Even with CMMI in place, there is no estab-

lished methodology for successful organizational training.

2.2 Requirements for Organizational Training
In this study, we refer to the players in organizational train-

ing as ”instructors”, those who teach, such as lecturers, senior

employees, skilled workers, and mentors; ”learners”, those

who receive training, such as new hires, young employees, in-

experienced workers, and mid-career hires; and ”evaluators”,

those who judge the improvement of learners’ skills. This

section summarizes the requirements for establishing an or-

ganizational training process by dividing the organizational

training into return on investment, instructors, learners, and

evaluators.

2.2.1 Return on Investment(ROI)

Providing organizational training in a company means sacri-

ficing direct hours to make money in the company’s core busi-

ness and providing training as an indirect operation. From the

organization’s point of view, providing organizational train-

ing is an investment. Since it is an investment, it is necessary

to measure the ROI to ensure that the investment has been

worthwhile.

For example, in cases where a company pays the exami-

nation fee to take a qualification examination, the investment

has been recovered if the employee passes the examination

and obtains the qualification. Group education conducted in

classrooms and on-the-job training (OJT) within a project are

similar investments. There is no clear means to measure the
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effectiveness and determine that the investment has been re-

covered.

The concept of ROI for organizational training differs de-

pending on the position of the players. Even if a learner tries

to acquire the expected skills, the evaluator may have a differ-

ent point of view. Meaningful organizational training cannot

be expected unless fair, accurate, and honest evaluations are

guaranteed.

2.2.2 Instructors

In university education, active learning and role-playing have

been introduced instead of one-way mass-production educa-

tion. In-house training is not limited to classroom lectures,

but also includes a variety of exercises. This is to make sure

that the trainees have fully digested the content of the training.

Even in the case of OJT, the assigned roles and responsi-

bilities in the project structure chart are presented to clarify

the skills to be acquired by the learner. Evaluate whether the

learner can perform the work to earn as a professional in the

development project.

Some instructors, however, are more of the apprentice type,

where the learner is expected to watch and learn from the

work of the instructor and other skilled workers. In such

cases, the instructor knows the skill set to be acquired by the

learner. However, because it is tacit knowledge, it is difficult

to transfer to the learner and does not lead to the expected re-

sults. Therefore, the instructor is required to clarify the con-

tent of the training in advance and to agree with the learner.

2.2.3 Learners

Organizations provide training to learners in order to help

them acquire the skill sets they need. For example, project

manager skills, configuration manager skills, advanced C pro-

gramming skills, meeting minute taking skills, and so on.

From the learner’s perspective, the purpose of organizational

training may be to study in an area of interest, to study for a

certification, or for a career path to self-fulfillment.

The skills required by the organization do not always match

the skills required by the learner. Providing one-way educa-

tional content may not be necessary for learners. Learners do

not always overtly promote their own skill sets, leading to a

discrepancy between instructor and learner awareness.

To efficiently and effectively conduct organizational train-

ing, learners self-assess and disclose their skill sets. Agree-

ment on the skill sets and content to be taught and appropriate

feedback during learning are necessary.

2.2.4 Evaluators

Evaluators need to evaluate organizational training one step

above instructors and learners; to assess ROI, examine how

much the training cost. Ensure that the technicians who com-

plete the training are performing reasonably well on the next

project. For instructors, assess whether they are skilled enough

to fulfill the roles of instructor, educator, and mentor. If not,

a train-the-trainer is needed. For the learner, the results of

the organizational training are assessed and registered in a

skills matrix to evaluate the effectiveness of the organizational

training.

An important aspect of the evaluator’s perspective is to dis-

tinguish between the role of the project and the evaluation

of organizational training. Evaluators evaluate performance

against project roles. Project performance and organizational

training outcomes do not necessarily coincide. Both instruc-

tors and learners prioritize the role of the system development

project. And, organizational training evaluations and person-

nel evaluations should not be mixed.

2.3 Issues to be solved

Leaders, learners, and evaluators are involved in organiza-

tional training from different perspectives. To evaluate orga-

nizational training, it is necessary to measure that the results

are commensurate with the investment.

The issue to be resolved is to establish a methodology for

efficient and effective implementation of organizational train-

ing.

3 ORGANIZATION TRAINING
FORMULATION METHOD USING
RUBRIC ASSESSMENT

In Chapter 3, we propose a method of organizational train-

ing formallation using rubric assessment to solve the issues

presented in Chapter 2.

3.1 What is Rubric Evaluation?

A rubric is a ”descriptive form of evaluation criteria that

consists of a scale indicating the degree of success of a learner’s

performance and descriptive words describing the performance

characteristics found in each scale”[1].

Rubric assessment, widely used in international university

education, increases fairness, objectivity, and planning in the

grading of courses. It has been confirmed to be effective

for regular evaluation through prior presentation of evaluation

criteria and feedback.

3.2 Suggested Rubric for Organizational
Training

This study aims to realize efficient and effective organiza-

tional training by applying rubric evaluation, which is widely

used in universities, to development projects.
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Figure 1: Rublic for Organizational Training

Using the rubric, learners will have a clear guide for learn-

ing activities and self-assessment in organizational training.

This leads to the discovery and improvement of their own

learning issues. By clarifying achievement levels, rubrics can

also be used to evaluate management skills and communica-

tion skills that are difficult to assess. By using the rubric to re-

flect on their own learning, learners maintain their motivation

for learning and sense of purpose.　 To make self-evaluation

and self-improvement a routine, and to encourage students to

learn proactively.

In this study, we propose a rubric for organizational train-

ing as shown in Figure 1, targeting organizations that are

executing system development. In Figure 1, the subjects of

the evaluation indicators on the left vertical axis are the skill

items required by the organization. The major items are man-

agement, engineering, and communication. Management in-

cludes project management and process management, engi-

neering includes development skills and business knowledge,

and communication includes progress meetings and stake-

holders. The evaluation criteria on the upper horizontal axis

describe the evaluation perspective for each of the middle

items on the FLPN (Fully, Largely, Partially, Not Satistifed)

scale.

The FLPN rating in CMMI is Fully (100-86 ％), Largely

(85-51％), Partially (50-16％), and Not (15-0％). This is not

a numerical value in a quantitative sense, but rather a some-

what sensory evaluation of the degree of skill when a perfect

score is set at 100 ％. Not only CMMI, but also ISO/IEC

15504 and other standards use a 4-point scale. ISO/IEC 15504

also uses a 4-point scale.

3.3 Organization Training Process Using
Rubric

The organizational learning process based on rubric eval-

uation proposed in this study consists of three phases. Each

phase is described in detail in the following sections.

3.3.1 Phase 1

Phase 1 is to present the rubric rating scale in advance, so that

the instructor and the learners can clearly define the rubric’s

points of view. The rubric is then shared with the learner. The

rubric shown in Figure 1 is somewhat abstract as an evalua-

tion scale. However, because it is written in an abstract man-
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Figure 2: Organization Training Process Using Rubric

ner, it can be applied to the development projects that you are

in charge of by interpreting and deciphering the rubric.

3.3.2 Phase 2

Phase 2 describes how to actually use the rubric within the

assigned development project.

Self Assessment The learner self-assesses the six medium

items as objectively as possible according to the rubric pro-

vided, and evaluates them on the FLPN. This allows them to

visualize their own rubric.

In the FLPN evaluation, F and L are strengths, and P and N

are weaknesses. The self-assessment results show that the P

and N are the weak areas of one’s skill set, and that by focus-

ing training on these areas, one can acquire a well-balanced

skill set.

Conduct Gruop Training and OJT Throughout the ap-

propriate period of time, organizational training is conducted

through group training or on-the-job training, according to the

organizational training plan. Self-study time is not included

in organizational training.

The rubric shown in Figure 1 evaluates the degree of skill

acquisition required by the organization using the FLPN, and

shows not only the final form of the acquired skill set, but also

the intermediate stages of the skill set in the form of Lagely,

Partially, and Not Satisfied stages. Learners can objectively

grasp the level of proficiency of their own skill set, and the

rubric serves as a checklist to guide them to the next step[4].

Instructor Feedback Instructors and learners share the rubrics

and their evaluation perspectives in advance and are aware

of the purpose of organizational training. However, once the

work begins, deadlines and deliverables must be met, and the

rubric perspective is disregarded.

Instructors provide feedback at appropriate times, such as

at the end of the lifecycle, to let them know what the final

evaluation is likely to be if they continue at the current pace.

Rubric Grading by Evaluator After the development project,

the evaluators, with the input of the instructor, will give a

rubric grade of the learner’s proficiency level. Free-text com-

ments are also allowed, and comments are included to help

with future improvements.

3.3.3 Phase 3

Phase 3 is the phase in which the rubric grading results are

registered in the skills matrix and a pass/fail decision is made

for organizational training.

Skill Matrix Registration The FLPNs, which were rubric-

graded by the evaluators in the second phase, are used as

quantitative values to measure employee growth. The FLPN

ratings are graphed as F=4 points, L=3 points, P=2 points, and

N=1 point, respectively. The system manages the progress of

each employee’s skill development to the set goal. Figure 3

below shows an illustration of the system (this is only an il-

lustration, not an actual measurement).

The graph on the left plots the skill development of the en-

gineers every six months. The employees’ skills have pro-

gressed to the values that they set as their skill improvement

targets. The right figure is a radar chart for the middle items

of the rubric presented in Figure 1. The rubric indicates the

skills that the organization requires of the learner, but not nec-

essarily the skills that the learner wants to acquire. It is also

useful to identify the type of engineer.

For example, in an organization that adopts the staff en-

gineer system, all employees who join the company as new

recruits are promoted along the same route until they reach

the rank of chief.

However, when moving up from the chief position, em-

ployees can choose either the management course or the staff

engineer course. One is the managerial course, in which the

employee progresses from chief to section manager. The other

is a course in which the employee receives the same salary as

a manager but has no subordinates and is promoted as an en-

gineer.
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Figure 3: Graph of skill development based on rubric (image)

This is because a good engineer does not necessarily be-

come a good manager.It is unwise to force an engineer who

is not suited for a managerial position to become a manager.

Even if a good engineer becomes a manager, if he or she be-

comes too busy with management duties, he or she will not

have time to engage in development work and will not be able

to take advantage of the high skills that are available in the

company. From an organizational point of view, this is equiv-

alent to losing effective resources. Such a type of engineer

may choose to progress from staff engineer to senior staff en-

gineer. Adopting the rubric would be effective for this type of

job-type decision.

Performance Evaluation Finally, the organization training

is a go/no go decision. Organizational training is an invest-

ment, and we want to ensure that the skills are developed to

the target level in a single organizational training session.

However, as Figure 1 shows, it will take nearly 10 years

for a new employee to develop his or her skills to the level of

a project manager.It is not possible to create a PM with only

one or two organizational training sessions.It is not possible

to create a PM with only one or two organizational training

sessions. After rubric grading by the evaluator and registra-

tion in the skills matrix, performance is evaluated.

4 FUTURE ISSUES

This study points out the issues of organizational training

and proposes a formalized method of organizational training

using rubric evaluation.

The author works as a university faculty member. He is

not in charge of development projects. The proposed method

in this study has not been applied to an actual development

project. The author will further refine the research content,

propose it to companies, and measure its effectiveness by

evaluating its application in actual work. This is a future task.
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- It is required to establish a method of objectively 
grasp the capabilities of practitioners (individuals or groups) 
of Empowerment Arts Therapy that are based on arts 
therapy or the therapeutic effects of art, which is conducted 
in local communities etc., to improve the quality of activities. 
In this study, we propose a self-assessment method of 
capability of practitioners by applying rubric evaluation 
system, which can reveal their strengths and weaknesses and 
identify areas to improve. This method will enable 
practitioners to conduct continuous improvement for their 
capabilities and the quality of activities. 

: Empowerment Arts Therapy, Rubric assessment, 
Social activity 

Since 2012, the author has been engaged in a collaborative 
study on the expansion of various kinds of arts therapy 
activities in local communities (Arts Therapy Activity Study, 
hereinafter referred to as “ATAS”). 

Arts therapy is a type of psychotherapy that uses artistic 
techniques such as painting, music, drama, dance, poetry etc. 
In recent years, a variety of activities based on arts therapy 
or similar activities to it have been increasing in local 
communities, not only as psychotherapy or psychotherapy. 
ATAS distinguishes these types of activities from arts 
therapy as psychotherapy for therapeutic purposes. ATAS 
has defined them as Empowerment Arts Therapy 
(hereinafter “EAT”) and has been working to understand its 
status quo and issues, and to clarify the characteristics and 
compositional requirements of its activities. 

Empowerment arts therapy aims to support and empower 
people with relatively higher level of mental health, rather 
than to treat people with mental illness. It is also conducted 
in an area that is closer to daily life and encompasses a 
wider range of people than clinical arts therapy which is 
based on the relationship between therapists and clients. 
These various EAT activities are thought to play a certain 
role in improving people's mental health and Quality of Life 
(hereafter “QOL”), and in supporting and empowering 
people with issues in the community. 

On the other hand, many of these EAT activities face 
difficulties in securing funding and human resources, and in 
sustaining their activities. Social recognition of the activities 
and their practitioners is vague, and there are no established 
criteria or guidelines for judging the skills of the 
practitioners and the content of their services. 

In this study, the authors propose a rubric-based self-
assessment method for continuous improvement of EAT.  

Chapter 2 outlines previous studies on EAT and the issues 
that need to be resolved. Chapter 3 describes the 
significance and expected effects of rubric-based self-
assessment. Chapter 4 presents future issues and research 
prospects 

In 2008, the Konan Institute of Human Sciences (KIHS) 
at Konan University launched a joint research project, 
“Interdisciplinary Research for Establishing a Common 
Platform for Study of Arts and Arts Therapy.” As a part of 
the project, a questionnaire and interview survey of arts 
therapists were conducted. As a result, various aspects of 
arts therapy in Japan and its social significance were 
clarified. It was confirmed that arts therapy activities exist 
not only as psychotherapy based on a therapeutic approach, 
but also as empowerment, mainly for the purpose of 
maintaining and improving health and QOL, and that they 
are functioning effectively in local communities. At the 
same time, the issues related to training of the practitioners 
of these activities emerged [1]. 

Based on the results of this research by KIHS, a joint 
research project targeting various types of arts therapy 
activities and their practitioners in local communities was 
newly launched in 2012, which conducted a nationwide 
questionnaire survey, interview survey (semi-structured 
interviews), and on-site observation of activities. As a result, 
the status quo and characteristics of arts therapy in the 
communities were identified as well as the issues that need 
to be addressed for its development. Furthermore, arts 
therapy mainly intending support rooted in daily life was 
defined as EAT, and the requirements for EAT activities and 
practitioners were developed in 2017 [1]. 

The surveys above revealed that the main issues related to 
EAT are sustainability (management structure) and quality 
assurance (quality of services, skills of the staff). 65% of the 
respondents answered they earned "one million yen or less" 
through arts therapy activities and spend for arts therapy 
activities for “10 hours or less” per week [2]. Considering 
this reality, financial independence through EAT activities 
alone is not feasible in the short term. Therefore, it is 
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realistic to put financial independence on hold and explore 
ways to increase the sustainability of the activities. 

The internal factors of the practitioners, such as lack of 
skills and lack of awareness, are issues of higher priority, as 
they are related to the interests of the users, safety assurance, 
social responsibility, and above all, the credibility of EAT. 
Many practitioners are engaged in EAT activities based on 
their good intentions and initiative. However, there is also a 
risk of self-righteousness. The practitioners must avoid 
being unaware of possible risks or making mistakes that 
could be detrimental to the users because EAT is an activity 
committed to human psychology. Recognizing possible risks 
and taking appropriate measures to prevent them are 
essential to improve the quality of EAT activities. 

In ATAS, as a response to the identified issues on EAT, the 
EAT composition requirements were developed and 
published as criteria for self-assessment [1]. The reason for 
adopting the self-evaluation method in ATAS is that, as 
described below in the Chapter 3.1, since the fields, 
purposes, methods, scale, and aspects of EAT activities are 
diverse, establishing a uniform and objective evaluation 
method would require a large-scale and long-term research 
and study. On the other hand, it was an urgent issue to 
prevent errors in the assessment in the implementation of 
EAT activities. Considering the current situation of EAT, a 
self- evaluation method that allows the practitioners 
themselves to work on proactively was adopted. 

The self-evaluation method proposed in ATAS was that 
EAT practitioners score the degree of achievement of each 
component, depicts it graphically on a radar chart, grasps 
his/her own characteristics and position by the result, and 
discloses it on the Internet, etc. However, it has not been 
formed as a practical tool for practitioners to use, and it has 
not yet been implemented. The development of a practical 
evaluation tool that assesses the capability of practitioners 
and contributes to the improvement of their skills and the 
quality of their services has been the issue to be solved. 

Therefore, the authors have scrutinized and revised the 
evaluation criteria and methods by ATAS and proposed the 
Assessment Sheet for EAT Activities (hereinafter 
“Assessment Sheet”) [3]. The sheet is based on the 
component requirements/evaluation criteria clarified 
through ATAS evaluation. It includes a checklist of 25 items 
in 8 categories (App. i) and supposed to be utilized as a self-
evaluation tool by EAT practitioners. The practitioners are 
asked to quantify each check item on a 5-point scale, 
calculate the average value for each category, and enter the 
average value on a radar chart (App. ii). This allows the 
practitioners to objectively view their activities and 
themselves, and to visualize policy, basic stance, 
characteristics, tendencies, strengths and weaknesses of their 
own activities. 

However, although this evaluation sheet clarifies the level 
of achievement for each item, it is difficult for the 
practitioners (i.e., evaluators) to grasp what specific 
improvements should be made for items with low scores, 
and what status to aim for as the next step. It is necessary to 
establish a method to improve the skills of practitioners and 

the quality of services by having practitioners conduct 
regular self-assessment and clearly identify areas in need of 
improvement, and to provide concrete directions for 
improvement that should be aimed for. 

EAT is an academic descriptive concept or category that 
comprehensively describes various types of arts therapies in 
the community, as opposed to arts therapy which is based on 
clinical and therapeutic approaches. It is not a term intended 
to be used as a name for individual and specific activities or 
a title of activists, so EAT practitioners do not call their 
activities “Empowerment Arts Therapy” or call themselves 
“Empowerment Arts Therapists” in their actual activities. 

The concept of empowerment in social contexts has 
changed over time, beginning with its use in the civil rights 
and feminist movements in the U.S. in the 1960s and 1970s, 
gradually expanding its meaning and applied fields. In the 
late 1990s, it expanded into the fields such as medicine, 
health care, welfare, and education. Today, it targets people 
with difficulties and difficulties in their lives in general, and 
by working on their inherent and latent resources and 
abilities, it has come to refer to empowering them to become 
aware of their resources and abilities, and to accompany 
them in thinking, choosing, and asserting themselves 
independently [4]. 

The introduction of the empowerment concept makes it 
possible to view arts therapy on two axes: “therapy (or 
treatment)” and “empowerment”. In ATAS, arts therapy 
based on clinical approach is distinguished as 
Psychopathological Arts Therapy (hereinafter “PAT”) from 
the concept of EAT. The distinction between EAT and PAT 
makes it possible to organize the relationship between the 
two and to examine various arts therapy activities in terms 
of both EAT and PAT elements. 

The following facts about EAT were obtained from the 
study so far [1]. 
(1) EAT is not a therapy in the narrow sense which means

treatment of patients with mental disorders but is
intended for the empowerment of people with
relatively higher level of mental health. The main
targets of EAT are, for examples, those who seek to
reduce stress at work or in daily life, those who seek to
develop their skills or improve their QOL, and those
who have some mental problems but are not at the
stage where treatment is necessary.

(2) The fields of EAT activities are diverse, including
welfare and education, etc. ATAS has classified arts
therapy into five categories, each organized in relation
to psychopathological and empowering approaches as
follows (Fig.1).

(3) Many EAT activities emerge from within the practice
and are developed spontaneously and autonomously.
While referring to and applying theories and
techniques of psychotherapy as necessary, the
practitioners are not bound by existing systems and
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methods but add their own unique or original elements 
to their own practice in response to the needs of the 
field. 

(4) There are few opportunities to receive appropriate
remuneration for their activities, and the availability of
management resources such as funds and human
resources is unstable. This fact makes the sustainability
of their activities an issue.

(5) Since there are no institutional standards of behavior
and evaluation that define professional requirements,
there could be some cases of unsafe or self-righteous
behavior by practitioners. This poses the risk of
causing unintended psychological disadvantages to
users of services or clients.

As described in Section 2.2, the purpose of this study is to 
identify more clearly areas for improvement in EAT 
activities and to develop index to show specific directions 
for improvement. In this study, we propose a rubric that will 
serve as a guideline to indicate the direction of improvement 
to be aimed for. 

A rubric is a document that specifies a task description 
(assignment), a scale of some sort (levels of achievement, 
possibly in the form of grades), the dimension of the 
assignment (a breakdown of the skills/knowledge involved 
in the assignment), and description of what constitutes each 
level of performance (specific feedback) [5] as the basic 
elements that indicate learning achievement. In educational 
settings, it is used by teachers to provide accurate and 
prompt feedback to students, and by teachers and students to 
share learning goals and evaluation index. In addition to 
teachers’ evaluation, self-assessment by learners is expected 
to enhance learners’ autonomy, clarify learning goals and 
contents, and enable them to proactively grasp the results 
and challenges of their studies [6]. 

These features of rubrics include the potential to contribute 
to continuous self-improvement in the field of social actions 
or enterprises as well as grading in school. However there 
has not been discussion on the possibility of improvement 
through utilizing rubrics in these fields in Japan. A rubric is 
also expected to be applied to self-assessment for EAT 
practitioners with diverse backgrounds, enabling them to 
reflect on their skills and activities, objectively grasp their 

strengths and weaknesses, and contribute to the 
improvement of their capability. 

The purpose of using a rubric for EAT activities is self-
assessment by the activity leader and continuous 
improvement based on this self-assessment. 

The advantages of rubric assessment in EAT activities are 
as follows 

1. What is required for each item is clarified.
2. What to specifically do is clarified to improve items

that are marked on low levels.
3. Practitioners can share information on what to keep

in mind when conducting EAT activities.
This will enable practitioners to identify their own 

strengths and weaknesses, develop and actively promote the 
strengths, and formulate plans for improving the weaknesses. 
By doing this on a regular basis, it is possible to 
continuously improve and raise the level of activities. It is 
also possible to form a certain common understanding of 
EAT activities, which are diverse and difficult to standardize. 

The proposed EAT rubric assesses the seven aspects of 
“Knowledge,” “Skill,” “Psychological Safety,” “Self-
exploration / Self-understanding,” “Cooperation / 
Networking,” “Sustainability,” and “Philosophy / Mission” 
on a four-point scale (Fig. 2). 

The rating scale is “Level 1 (Not Satisfied)”, “Level 2 
(Partially Satisfied)”, “Level 3 (Largely Satisfied)”, and 
“Level 4 (Fully Satisfied)”. 

Levels 1 and 2 can be identified as areas in need of 
improvement. Level 1 is what should have been achieved, 
and items checked here indicate that there is a great deal of 
room and need for improvement. Level 2 is in the process of 
improvement. Level 3 is a level that has been generally met, 
and the practitioners are expected to make concrete efforts 
to achieve this level first. Level 4 is the highest level that 
can be desired and is set as an ideal best practice and serves 
as a goal or guideline for each item. 

In this study, the authors propose a method for continuous 
improvement of EAT using the rubric indicated in 3.2. The 
method consists of self-assessment using the rubric, 
identification of areas in need of improvement, formulation 
of improvement plans, implementation of improvement 
plans, and self-inspection using the checklist (Fig.3) 

EAT practitioners (individual or by group) periodically 
self-assess, using a rubric, which rating scale each of their 
activities fits into. 

Based on the results, the practitioners identify their own 
Strengths and Weaknesses, and then identifies the areas in 
need of improvement. Items rated 1 or 2 on the rubric scale 
are areas in need of improvement. When there are multiple 
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items requiring improvement, they are prioritized and 
addressed for improvement. Basically, items with a rating of 
Level 1 are judged to be more in need of improvement than 
those with a rating of Level 2, but the priority of 
improvement need not necessarily be judged mechanically. 
It is advisable to make a proactive decision on what to 
improve first in the light of one's own activity policy and the 
points that are important. 

For the items identified as areas requiring improvement, a 
list of points to be improved is made, and an improvement 
plan is formulated by analyzing and discussing what points 
are insufficient and how they can be improved, determining 
the steps to be taken by setting priorities, deciding who will 
be in charge, the period of implementation, and so on. The 
improvement plan should be as specific as possible. 
However, it is essential to make a plan that is feasible 
according to the actual situation of the activities, because it 
would be a complete reversal if the burden of improvement 
activities becomes so heavy that it interferes with the 
primary activities. 

The practitioners engage in improvement activities 
according to the developed plan. The rubric is not only a 
self-assessment tool, but also a guidance of activities, 
presenting basic behaviors that the practitioners should 

encourage. Following the rubric leads the practitioners to a 
tireless and steady accumulation of the required activities. 

After carrying out the planned improvement activities, 
self-evaluation using the checklist on the Assessment Sheet 
(App. i) is performed and entered in the radar chart (App. ii). 
By following the changes in the shapes of the radar chart, 
the process of continuous improvement of EAT activities 
can be visualized. If the chart shapes become more balanced, 
it can be confirmed that the improvement is well underway. 

Finally, when the radar chart reaches the highest level, the 
practitioners are supposed to have achieved the level this 
rubric proposed and can be considered to have fulfilled the 
required level of EAT activities. 
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In this study, a method for continuous improvement of 
EAT activities using a rubric was proposed. In the future, 
we would like to verify the effectiveness of this method and 
identify areas for improvement by having as many EAT 
practitioners as possible utilize this method. We plan to 
collect and analyze as much feedback as possible, by 
contacting the informants who cooperated ATAS project in 
the past, developing new informants and obtaining research 
grants, etc. These will be the subjects of future work, along 
with the discussion on specific methods for verification 
surveys. 

As Terashima and Hayashi (2006) stated, problems 
associated with improvement activities based on self-
assessment include the possibility that the practitioners are 
unfamiliar with rubric evaluation and find self-assessment 
difficult, and that it is easier to find problems than good 
points, which in turn may lead to a loss of confidence in 
their own activities[6]. These points need to be given 
sufficient consideration in the verification surveys to be 
conducted in the future. 

Both rubric and checklist proposed will continuously be 
revised as necessary. The objective of constructing the EAT 
rubric is to empower the practitioners to improve their 
capability through the assessment. The goal is to establish 
an evaluation index to improve the quality, sustainability, 
credibility, and social recognition of EAT which are difficult 
to evaluate uniformly due to their wide variety, while 
drawing out their good qualities such as diversity and 
creative potential. We will continue to work on the 
development and improvement of the tools for this purpose, 
as well as dissemination and raising public awareness. 
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Abstract - In this study, we discuss a method that uses TA-

Bot to manage student progress in software development classes.

TA-Bot calculates the severity of developmental delay to moni-

tor student progress and provides technical advice based on its

experience of the class to resolve the delay. Moreover, experi-

mentally determining the optimal timing of technical advice and

the technical advice as the system threshold for each student

requires student participation and repeated experiment. How-

ever, owing to the difficulty in creating the intended development

situation and forming teams of students, the experiment is not

reproducible. Therefore, we repeat experiment using simulation

and adjust the system thresholods for each student. For this

purpose, we define the student parameters required for faithfully

reproducing the development situation of students to intention-

ally design different situations for each student.

Keywords: Software Development, progress management,

TA-Bot

1 Introduction
In this study, the Teaching Assistant Bot (TA-Bot) is used to

manage student progress in a software development class. Con-

ventionally, a TA provides technical advice depending on the

developmental situation by monitoring student progress. This

process is automated using TA-Bot. The class considered in this

study is conducted online, where students and teacher share in-

formation using social media. TA gets students’ progress report

and gives technical advice for students experiencing develop-

mental delay. To perform these tasks effectively, the TA-Bot

must be provided with definitions of optimal advice and tim-

ing. Thus, the developmental delay is quantified into levels and

the TA-Bot is provided with technical advice from a database.

Moreover, student participation is required to properly evaluate

the method. However, the intended development situation can-

not be created owing to the disparity in the programing skill

levels of the students. Thus, the experiment is not reproducible.

To overcome this problem, the experiment is performed on a

simulation of the development situation, which can be repeated

to confirm each student the effectiveness of the technical advice

and determine the optimal timing each student for it.

This paper is organized as follows: Section2 outlines the back-

ground of the study. Section3 explains software development

class and our proposed method for this study. Section4 explains

experiment, parameters reproducing students’ development sit-

uation, and analyzing the evaluation result. Finally, Section5

concludes the manuscript.

2 Background

Recently, online classes are widely disseminated. Students

participation can take the class asynchronous each place. But,

they are difficult to communicate with students participation,

unlike face-to-face ones. Thus, monitoring state of students’

learning is a burden on a TA because it is difficult for the TA to

monitor them. In addition, the more students are, the greater a

burden on TA.

Education Network for Practical Information Technologies

(enPiT) [?] is an education project to develop the advanced in-

formation technology human resources based on practical educa-

tion in cooperation between universities and industry promoted

by Ministry of Education, Culture, Sports, Science and Tech-

nology (MEXT) of Japan. [?] enPiT has four fields; AiBiC,

Security, Emb and BizSysD, and software development is in-

creasingly important. Now, enPiT is implemented at Japanese

universities, we presume that it will be implemnted at high school

and junior high school.

Based on these two things, the study of software development

was conducted so far.[?][?][?] So, we focus on TA monitor-

ing students’ progress management for a software development

class.

3 Software Development Class and Proposed
Method

3.1 Software Development Class
The target of this study is a software development class that

is conducted online. Figure1 illustrates the structure of the class

comprising approximately 100 students. Each student created

their developmental plan individually before the commencement

of the class and submitted it to the TA. To help the TA evaluate

their development progress, the students specify their progress

rate and development phase (design, coding, or testing). Finally,

each student develops the software asynchronously according to

their convenience.
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Figure 1: Software Development Class

3.2 Management Problem
Based on the description above, we concluded that the burden

on a TA is large. It has to simultaneously monitor the progress

of several students, which differ significantly corresponding to

their programing skills. In addition, confirming the progress of

all the students is difficult. Consequently, the TA cannot pro-

vide appropriately timed technical advice and the developmental

delay worsens.

Figure 2: Problem monitoring students’ progress

3.3 Progress Management Method
We propose a progress management method using TA-Bot

to resolve the aforementioned problems faced by the TA. We

automate the processes of monitoring student progress and pro-

viding technical advice, thereby lightening the workload of the

TA. Accordingly, we define two components for TA-Bot.

1. Monitoring student progress

2. Providing appropriate technical advice to each student

TA-Bot provides technical advice to students experiencing de-

velopmental delay. For this purpose, TA-Bot needs to be aware

of the difference between the planned and actual progress. How-

ever, TA-Bot cannot measure the severity of the developmental

delay from this difference. Therefore, it can neither provide

appropriate technical advice nor eliminate developmental delay.

Moreover, although the TA-Bot selects technical advice from

a database, it does not understand how the advice affects stu-

dents. In other words, TA-Bot cannot select appropriate techni-

cal advice. Therefore, we need to define indicators that qualify

technical advice as appropriate. Furthermore, to provide stu-

dents with the latest technical advice, we need to formulate

updated advice for the database.

3.3.1 System Configuration

Figure3 shows the configuration of the proposed system. The

social media for communication between students and the in-

structors that we use is Slack[?]. TA-Bot has a plan for each

student and acquires technical advice database. The TA, and

teacher use Slack to share information with the students, who

submit weekly progress reports and specify their progress rate,

which indicates developmental progress, and developmental sit-

uation in the reports. TA-Bot has two system thresholds for each

student; TA-Bot stores the provided information in the database,

calculates the severity of developmental delay by comparing the

progress rates in the progress report and the plan, and finally se-

lects technical advice based on the severity. This type of advice

is called Static Advice. Furthermore, we store technical advice

provided in past classes and randomly add new technical advice.

TA-Bot identifies keywords related to student development by

analyzing the comments on the social media, and searches for

the keyword on the web. Finally, TA-Bot stores new technical

advice that is acquired from the web in the database. This type

of advice is called is Dynamic Advice.

Figure 3: System Configuration

3.3.2 Severity

Severity quantifies developmental delay into separate levels. In

other words, the difference between the progress rate in the plan

and that in the progress report reveals developmental delay, but

not its severity. Figure4 shows how the developmental delay

and its severity is quantified. to ensure that the TA-Bot provides

more effective technical advice. The severity is calculated by

multiplying the difference between the progress rates in the plan

and progress report by the number of elapsed days. Generally,
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Figure 4: Quantifying the severity of developmental delay

the severity is higher closer to the development completion date.

In this context, Tnp is the planned progress rate. Tna is the

progress rate in the progress report. E is the number of days

elapsed. D is total number of days. The formula to calculate

severity is given by (1).

Tnp − Tna

Tnp
× E

D
(1)

3.3.3 Advice

As explained earlier, two types of technical advice, i.e., Static

and Dynamic Advice, exist based on the source from which the

TA-Bot acquires technical advice.

Static Advice is the technical advice acquired from the database.

Figure5 shows how static technical advice is selected. TA-Bot

selects the technical advice depending on the calculated severity

of developmental delay. For this purpose, we define thresholds

to help the TA-Bot in deciding what type of technical advice to

provide by splitting the severity into three levels, i.e., Level1,

Level2 and Level3. By adjusting the threshold for each stu-

dent, the optimal timing for providing technical advice can be

adjusted. Table1 shows the three types of technical advice, i.e.,

providing keywords related to software development, directing

students to a website that contains a relevant sample of software,

and providing a programming syntax. For Level1 severity, TA-

Bot provides a keyword that is prepared from its experience of

the class. For Level2 severity, TA-Bot directs the student to a

website that is finds by scraping based on the keyword. Finally,

for Level3 severity, TA-Bot provides the programming syntax to

facilitate comprehension and encourages the students to develop

the software further. In addition, the database of the TA-Bot is

continually updated by the TA, which ensures that the students

receive optimal technical advice.

Table 1: Technical Advice

Severity Level Technical Advice

1 Keyword

2 Web Information

3 Syntax

Figure 5: Static Advice

Dynamic Advice is the technical advice acquired from web-

sites that contain information on software development. TA-Bot

analyzes student comments and identifies keywords related to

the specific problem they are facing in the process of software

development. Figure6 shows how to dynamic technical advice

is selected. TA-Bot divides each word in the comments using

morphological analysis, identifies keywords related to software

development, and finds the relevant website by scraping based

on the keyword. Finally, it stores the new technical advice in

the database and makes it available to the class the next time ad-

vice is required. Thus, problems faced by students in software

development can be flexibly solved using Dynamic Advice.

Figure 6: Dynamic Advice

However, the effectiveness of the proposed TA-Bot cannot

be easily evaluated because of two reasons: the scale of the

required experiment is large and ensuring student participation

is difficult. Thus, data can be collected only from a few students,

which is insufficient for evaluation. Moreover, the intended

development situation is not available for evaluation. Therefore,

the experiment is not reproducible.

4 Simulation
To optimize two System Thresholds for each student; Diciding

Technical Advice Threshold determing providing the technical

advice timing and Selecting Technical Advice deciding which

technical advice providing to students, we need to repeat exper-

iment. Accordingly, we ask the students participating in the ex-
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periment to solve programming problems, and TA-Bot provides

technical advice to each student depending on their developmen-

tal situation. Using this process, we repeat the experiment and,

thereby, adjust the timing and the effectiveness of the technical

advice.

However, because the real experiment is not reproducible, the

evaluation is performed using simulation, for which we inten-

tionally create developmental situations for each student. Con-

sequently, we can repeat the evaluation for cases in which the

provided technical advice is ineffective, determine the cause,

and, thereby, improve the system.

Figure7 shows the simulation model. For the simulation,

we need to define the input model and output log. We use

the progress report of the students as the input model. TA-Bot

calculates the severity depending on each of the progress reports

and provides technical advice accordingly. We record the day

on which the technical advice is provided, the technical advice

provided, and the severity as the output model.

Figure 7: Simulation Model

Moreover, we need to define the developmental situation of

each student when creating their progress reports. For this pur-

pose, we define two student parameters, i.e., the level of pro-

gramming skills of the students based on the difference in their

programming proficiency and the development phase by divid-

ing the development period into several stages.

We create the developmental situation by combining the two

parameters and obtain the output log through simulation based

on the developmental situation. Subsequently, we can confirm

whether the technical advice is effective and how the severity

varied by analyzing the output log and improve the system based

on the result. In contrast to a real-world experiment, we can

repeat the simulation to define new parameters and reconsider

existing ones. Therefore, we can re-evaluate the system for the

same situation after adjusting the timing and type of the technical

advice.

4.1 Simulation Method
The evaluation method assumes that the developmental progress

of every student is different. The objective of the class that is

considered in this study is to implement a telephone switch-

board using code, within a period of 6 months with the students

submitting weekly progress reports. During the developmental

period, TA-Bot uses the database to provide technical advice

based on the progress report. Moreover, TA-Bot acquires expe-

rience in providing technical advice by learning from the advice

in the database that was previously provided by the TA. Finally,

it stores new information from the experiment to use as Static

Advice. We analyze the result to output technical advice history.

4.2 Classifying students’ programing skills
In software development, the status and timing of develop-

mental delay and depend on the level of programming skills of

the students. In other words, the cause of the delay is different for

each student. Thus, different technical advice must be provided

to different students. For this purpose, we classify programing

skills into three levels.

1. Beginner

2. Intermediate

3. Advanced

The beginner level indicates that the student has finished basic

programming training. However, they cannot write code without

the aid of textbooks and web information.

The intermediate level indicates that the student can develop

basic code without the aid of textbooks or web information.

However, they need to collect information to perform applied

programming.

The advanced level indicates that the student can provide

technical advice to the Beginner and Intermediate level pro-

grammers. In addition, they can develop most software inde-

pendently. Based on these three definitions, we can reproduce

developmental delay situations, for which TA-Bot can provides

technical advice depending on the skill level of the student.

4.3 Classifying development period
Furthermore, developmental progress is different for each stu-

dent. In addition, the developmental situation and severity of

the developmental delay depend on when the delay occurs. To

reflect this, we divide the development period into three periods.

1. Phase1

2. Phase2

3. Phase3

Figure8 shows how the development period is divided. The

phase“Early”denotes the period during which students create

their plan and understand the program specifications. The“
Middle”phase denotes the period during which the students

write code. The“Late”phase denotes the period of the test phase

International Workshop on Informatics ( IWIN 2022 )

130



and extensions, if required. In addition, we divide degree of the

delay into two types, viz., large and small. When the degree of

the delay is large, the delay is considered to be extremely severe.

However, when the degree of the delay is small, we don’t judge

that the delay is not severe. By dividing the development period

in the aforementioned manner, we can reproduce eight different

patterns and, consequently, several development situations. In

addition, we can evaluate effectiveness of the advice provided in

each period.

Figure 8: Classifying development period

4.4 Reproduction of development
A total of 24 cases of developmental situation can be repro-

duced by multiplying the three levels of programing skills with

the eight types of development period. We create the progress

reports based on these cases and evaluate the system using sim-

ulation. Therefore, we can reproduce typical cases.

4.5 Experiment
Figure9 shows a sample of the simulation. We define the pa-

rameters for each student, and included three students, studentA,

studentB and studentC in each sample. We set the programing

skill of studentA as Beginner, studentB as Intermediate, and

studentC as Advanced. In the actual process of software de-

velopment, each student has a different plan. Moreover, the

technical advice provided by TA-Bot is not necessarily effective

for all the students. Thus, we also set the effectiveness of the

advice for each student. In the evaluation, the advice was consid-

ered as effective for A and B and ineffective for C. Furthermore,

TA-Bot calculated the severity of delay for each student based

on the progress report created based on the aforementioned pa-

rameters. Using the severity graph, we confirmed that the value

change is different for each student. In other words, we were able

to identify differences in the development situations by defining

the parameters. Therefore, we can adjust the thresholds deciding

the type of technical advice.

Figure 9: Experiment

4.6 Analyzing the evaluation result
We analyze the result of the evaluation using the severity

graph, comment and output log.In other words, we analyze the

timing providing technical advice is early or late by observing

the severity, we adjust threshold deciding technicaln advice. The

simulation outputs the technical advice, the day on which it was

provided, and the severity of delay for each student. If the timing

is early, we raise the threshold and make the timing slowly. If

the timing is late, we lower the threshold and make the timing

early. We orgnize two points how to judge the timing is early or

slow.

1. The advice that student hasn’t faced on task yet.

2. The advice that student has already solved.

We observe the severity after providing technical advice to

judge these points. If the severity decrease after providing tech-

nical advice, we confirm the timing is appropriate. If the severity

increase after providing technical advice, we confirm the timing

is not appropriate. For confirming that, we analyze a comment

in providing technical advice. The comment is written about

students facing developmental tasks, so we are able to adjust

the timing TA-Bot providing technical advice by investigating

students’ developmental situation based on the commnet. There-

fore, we adjust the threshold deciding technical advie and tech-

nical advice by analyzing students facing developmental tasks.

Figure10 shows a sample of output log. Based on the timing

of the technical advice, we observed that the severity declined

after the TA-bot provided the students with the URL of the web-

site containing written development information. However, in

t2, the severity rose after TA-Bot provided students with the

keyword "REGEXP". In t3, the severity rose even further after

TA-Bot provided students with the keyword "extern". In t4, the

severity declined after TA-Bot provided the students with the

programming syntax. Therefore, we can confirm that Student

A found the syntax to be effective advice. Therefore, by an-

alyzing the result logfile of the simulated experiment, we can

confirm whether the technical advice provided for each student,

depending on their development situation, was effective.
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Figure 10: Analyzing Logfile

5 Conclusion
In this study, we proposed a progress management method

using TA-Bot for a software development class. To monitoring

student progress, TA-Bot quantified the severity of software

developmental delay and decided the timing of technical advice

based on it. Consequently, we were able to change the thresholds

deciding the type of technical advice.

For the experiment, we intentionally created students’devel-

opment situations. We defined two parameters reflecting devel-

opment situations, viz., programming skill levels and software

development period. These two parameters were employed to

faithfully reproduce development situations. The total number

of cases that we could reproduce was 24. In the process of

the simulated experiment, we were enabled to adjust the timing

and effectiveness of the technical advice. This adjustment was

enabled by the repeatability of the simulation.

In this study, the system was evaluated using simulations.

However, the advice data is insufficient for properly evaluating

the effectiveness of the technical advice. Thus, new technical

advice must be added. Furthermore, we intentionally created

development situations and repeated the evaluation. Thus, we

could optimize the timing of the technical advice provided to in-

dividual students. However, actual development situations could

be more complex. Consequently, the proposed method may not

be able to effectively optimize the timing of the technical ad-

vice. Therefore, in future work, we will evaluate the system not

only using simulation, but also using real development situations

with the help of student participation. For this purpose, we will

extend the system and modify it.

REFERENCES
[1] Miyuki Yamamoto, Koichi Fukuoka, Ryozo Kiyohara,

Yoshiaki Terashima. "Progress Management Method for

Software Development Project-based Learning Using Au-

tomated Teaching Assistants" 2019 Twelfth International

Conference on Mobile Computing and Ubiquitous Net-

work(ICMU). IEEE, pp. 52–55 (2019)

[2] https://www.enpit.jp/index.html

[3] Slack ,https://slack.com/intl/ja-jp/

[4] T. Zimmermann, J. Coolen, J. Gross, P. -M. Pedrot and G.

Gilbert, "Advantages of maintaining a multi-task project-

specific bot: an experience report," in IEEE Software, doi:

10.1109/MS.2022.3179773.

[5] I. Beschastnikh, M. F. Lungu and Y. Zhuang, "Accelerat-

ing Software Engineering Research Adoption with Analy-

sis Bots," 2017 IEEE/ACM 39th International Conference

on Software Engineering: New Ideas and Emerging Tech-

nologies Results Track (ICSE-NIER), 2017, pp. 35-38, doi:

10.1109/ICSE-NIER.2017.17.

[6] S. Saiki et al., "A Study of Practical Education Program

on AI, Big Data, and Cloud Computing through Devel-

opment of Automatic Ordering System," 2018 IEEE In-

ternational Conference on Big Data, Cloud Computing,

Data Science & Engineering (BCD), 2018, pp. 31-36, doi:

10.1109/BCD2018.2018.00013.

International Workshop on Informatics ( IWIN 2022 )

132



An Experiment of an Office Worker Passing by
the Surrogate Robot of a Remote Worker Using VR Video

Kosuke Sasaki†, Zijie Yuan†and Tomoo Inoue‡

†Graduate School of Library, Information and Media Studies, University of Tsukuba, Japan
‡Faculty of Library, Information and Media Science, University of Tsukuba, Japan

{ksasaki, inoue}@slis.tsukuba.ac.jp

Abstract - This study focuses on a situation in which a local

worker and a surrogate telepresence robot of a remote worker

pass by in an office corridor or passageway. A method of giv-

ing the remote worker’s image onto the telepresence robot using

VR technology has been proposed. In this paper, we examined

if the method was useful for workers through their subjective

evaluation. The result of a questionnaire survey and an inter-

view indicated that the workers using this system could predict

where the remote worker was moving to by looking at his/her

upper body and could avoid collision.

Keywords: Cooperative work, Positional relationship, Non-

verbal cue, Telepresence robot

1 Introduction

Telework has increased in recent years, and there are more

and more situations in which robots and people work cooper-

atively. In particular, this study focuses on work environment

using mobile telepresence robots in which a remote worker op-

erates the robot and works with a local worker. When a telep-

resence robot and a human are in the same space, it is important

for them to be aware of each other’s position. Considering a sit-

uation where a worker and a robot pass each other in an office

corridor or passageway, it is necessary to know how the partner

will move not to bump into each other.

Inoue and Yuan have proposed a method to give a human im-

age to a telepresence robot using VR technology to address this

problem[1]. However, the experiment environment was not so

realistic in that the initial distance between a human and a robot

was too close. Also, the paper only reported an initial evalu-

ation and did not focus on the interaction between the worker

and the robot. In this paper, we evaluate this method based on

subjective evaluations obtained from participants.

In the experiment conducted in this study, workspaces at two

remote locations were prepared. In each workspace, a mo-

bile robot equipped with an RGB camera was placed. Each

robot moves synchronizing the position of its respective remote

worker. Each camera attached to the robot gave the partner’s im-

age to an HMD which respective workers wore. In this environ-

ment, workers were paired up and performed a passing-by task

that simulated passing each other in a company corridor. The

results suggest that if the workers can see their partner through

the HMD, they move to avoid collision predicting the direction

of the partner by looking at their upper body.

2 Related Works

Passing by a human and a robot in office environment, which

is the situation this study focuses on, can be regarded as remote

cooperative work between a local worker and a remote worker.

We first describe remote cooperative work in environment using

fixed displays.

2.1 Remote Cooperative Work Using Fixed
Displays

Unlike face-to-face environments, visual nonverbal informa-

tion such as gaze information or body movement may lack in

remote environment. Since nonverbal information is important

for smooth communication, studies have been conducted to co-

operate between remote locations while communicating visual

nonverbal information to each other.

Making workers feel as if they are in the same space even

though they are in remote environment is one method of sup-

porting remote cooperative work. For example, some systems

use a common workspace or background for feeling that be-

ing in the same space[2], [3] or a system that overlays the re-

mote partner on a landscape behind the display[4]. However,

the use of such fixed displays places significant restrictions on

the worker’s physical movement, making them unsuitable for

cooperative work that involves physical movement. Therefore,

some systems use AR or VR technologies to remove the restric-

tions.

2.2 Remote Cooperative Work Using AR or VR
Technologies

Systems using AR or VR technologies with HMDs have also

been proposed to solve the problem of limited body movement.

For example, Fuchs et al. and You et al. have proposed sys-

tems that support remote cooperative work by immersing the

user in the same virtual space with a remote partner[5], [6].
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Using avatars also seems to work for smooth remote collab-

orative work. In fact, a number of studies have reported the

effectiveness[7]–[10]. AR and VR technologies can reduce the

restrictions on worker movement, however, the worker does not

have a physical body and cannot interact with the real space in

virtual spaces where many studies use in their system. Further-

more, using avatars can miss non-verbal information of workers

before they are made into avatars.

2.3 Remote Cooperative Work Using
Telepresence Robots

Telepresence robots have the possibility to solve the above is-

sues, that is, reduce the limitation of body movement and enable

workers to interact with real space or objects without missing

nonverbal information. MeBot[11] developed by Adalgeirsson

et al. and iRIS[12] developed by Kawanobe et al. can transmit

gaze information and head movement of a partner by moving

the robot’s head and the display attached to the head. Such tech-

nology may be effective for cooperative work in remote work.

For instance, in a remote meeting, these technologies made it

easier to identify the conversation partner and reduced time re-

quired to answer questions.

Another study has suggested a system that immerses the re-

mote worker in the robot which can display the remote worker’s

face to local workers and perform the same arm movement of

the remote worker[13], [14]. Such systems lead remote workers

to collaborate with local workers.

A mobile robot can present remote workers’ position in space

to local workers, enabling real-space interaction and coopera-

tive work between remote locations without restrictions on move-

ment within the space. Third Eye[15] and Yang et al. stud-

ies[16] used a one-directional but immersive mobile robot for

remote cooperative work. However, the remote worker’s move-

ment are limited to those that the robots can move, which may

miss some nonverbal information.

Based on these studies, we decided to use VR technology and

give the mobile telepresence robot the appearance of the partner

as is. This makes it possible to convey visual information to the

local worker.

3 Environment of the System

This study used a system based on the previous study[1]. Fig-

ure 1(a) shows the environment of the system, which a worker

and a telepresence robot pass by each other. Two workspaces

were prepared and a pair of a worker and a telepresence robot

was arranged in each workspace. Telepresence robots equipped

with a 360-degree camera (as shown in Figure 1(b)) were placed

in front of each worker in different workspaces. The robots

moved synchronizing the respective worker’s positions in each

workspace.

Omnidirectional
camera

Controller to
get the location

Drive unit of this 
robot

(a) (b)

Worker A Robot A

Worker BRobot B

3.0m 3.0m

Figure 1: (a) Environment of the experiment / (b) Appearance

of the telepresence robot

Both workers wear HMDs, and they could see images from

the robot’s camera placed in front of the partner. In this way,

an environment was created in which the local worker and the

telepresence robot that surrogates the remote worker pass by

each other.

In this study, VIVE
TM

by HTC Corporation1 was used for the

HMD worn by the worker and for the controller and tracking

camera to acquire the coordinates of the robot and worker. The

iRobot R⃝ Create 2 by iRobot2 was also used for the driving part

of the robot. A height-adjustable tripod for a camera was placed

on the robot, and a VIVE
TM

controller was attached to acquire

the robot’s coordinates. Additionally, a RICHO’s3 360-degree

camera, Theta V
TM

, was mounted at the top of the tripod to cap-

ture the partner’s appearance.

4 Experiment

4.1 Passing-by Task
In this study, we conducted an experiment of passing-by task

in which a telepresence robot and a remote worker passed by

each other (approved by the Ethics Review Committee of Fac-

ulty of Library, Information and Media Science, University of

Tsukuba (Notification number: 20-15)). In this experiment, the

worker and robot initially stood facing each other at a distance

of 3.0 meters as shown in Figure 1(a). On the experimenter’s

cue, they started walking, the worker aiming at the robot’s ini-

tial position and the robot aiming at the worker’s initial position.

4.2 Experiment Conditions
We compared the following two conditions; the bidirectional

condition and the unidirectional condition. The bidirectional

condition was that workers were immersed in robots in each

1VIVE - VR Headsets, Games, and Metaverse Life, https://www.
vive.com/ (Visited on Dec 10, 2022)

2Coding Robots, Learning Library & STEM Outreach | iRobot Education,

https://edu.irobot.com/ (Visited on Dec 10, 2022)
3Ricoh Global | EMPOWERING DIGITAL WORKPLACES, https://

www.ricoh.com/ (Visited on Dec 10, 2022)
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Worker B
↓

View of worker B

View of worker A

↑
Worker A

Robot A
↓

↑
Robot B

Figure 2: The bidirectional condition

Worker B
↓

View of worker B

View of worker A

↑
Worker A

↑
Robot B

Figure 3: The unidirectional condition

other’s remote workspace. Workers wore HMDs at both remote

locations, and each HMD displays the video from the camera

mounted on the robot at the remote location as shown in Figure

2. On the other hand, the unidirectional condition was a condi-

tion in which only one worker was immersed in a robot in the

remote workspace. Only one worker was immersed in the re-

mote robot and only took the role of the controller of the robot.

Another worker also wore an HMD, but it displayed the see-

through image in front of him/her as it is. Also, a robot in front

of the worker who was a controller of the remote robot was not

placed as shown in Figure 3).

In both conditions, workers were not allowed to talk to each

other in order to examine the visual information transfer be-

tween workers’ actions. Therefore, during the experiment, work-

ers moved based only on visual information.

4.3 Participants

Six pairs consisting of 12 graduate students (all male) partic-

ipated in the experiment. Of the 12 participants, five used an

HMD for the first time in this experiment. Only one of the six

pairs had never met each other before.

4.4 Procedure

The experiment was conducted in a within-participant design.

Each pair participate both of the conditions with counterbal-

anced. In each condition, participants practiced the passing-

by task twice to familiarize themselves with the task using the

telepresence robot. Also, the experimenter explained the task

until both participants understood.

After that, the real task is performed once. After the real

task, the sequence was repeated under different conditions. The

unidirectional condition was asymmetry as opposed to the bidi-

rectional condition. Therefore, after completing the real task

once in the unidirectional condition, workers changed roles and

performed the practice and real tasks again. Therefore, the real

task has performed a total of six times (one time for each pair)

for all participants in the bidirectional condition and 12 times

(two times for each pair) in the unidirectional condition.

For participants’ safety, one experimenter was assigned to

each workplace to prevent workers from colliding with the robot

and catching their feet on the cords connecting the robot and the

processing PC during the task.

After the real task in each condition, a questionnaire survey

was conducted. We set up 10 questions for the questionnaire,

asking not only about the robot’s usability but also about the

presence of the partner and the sense of being in the same room

with the robot. Participants responded to the evaluation items on

a 7-point scale from ”strongly disagree” to ”strongly agree.” We

also conducted an unstructured interview after the completion

of the task in both conditions, and participants were asked to

respond freely to questions about their impressions of the task

and the system.

5 Result and Discussion

Ratings were treated as a score from 1 to 7, and a Wilcoxon

signed-rank test was conducted for each question item. The re-

sults are shown in Table1. In particular, the scores following

four questions for the bidirectional condition were significantly

higher than those for the unidirectional condition.: Q4 “I could

clearly know the motion of the partner.” (p < .01), Q7 “I found

the movement and direction of the partner.” (p < .01), Q8 “I

could predict where the partner was moving to.” (p < .01), and

Q9 “Partner’s movement looked realistic.” (p < .05).

In the interview, we obtained comments such as “I could pre-

dict the robot’s path when looking at a human (P3: Bidirectional

condition),” “I could clearly see its direction of movement when

looking at a human (P5: Bidirectional condition),” “I could not

see the robot’s direction of movement (P2: Unidirectional con-

dition),” “I could not see the robot’s direction of movement

(P7: Unidirectional condition),” and “I was confused about the

robot’s direction of movement (P8: Unidirectional condition).”

These results of the questionnaire and the interview indicate

that workers predicted the robot’s direction of movement, i.e.
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Table 1: The results of the questionnaire. “Bi” and “Uni” means

the median of rating in the “Bidirectional condition” or “Unidi-

rectional Condition” respectively. p-values are the results of

Wilcoxon signed-rank test.

(∗∗ p < .01, ∗ p < .05, † p < .10)

Items Bi Uni p-value

Q1 After using the system, I

felt uncomfortable similar to

motion sickness

5 5 .79

Q2 The video was clear and

pretty.

5 4.5 .08†

Q3 I could feel like the remote

person was in the same room

with me.

6.5 6 .13

Q4 I could clearly know the mo-

tion of the partner.

6 5 .008∗∗

Q5 I felt like I passed the other

person in the same room.

5.5 5.5 .69

Q6 The field of view changed

naturally according to my

movement.

5.5 5.5 1.00

Q7 I found the movement and

direction of the partner.

6 4.5 .003∗∗

Q8 I could predict where the

partner was moving to.

6 4 .001∗∗

Q9 Partner’s movement looked

realistic.

6 4.5 .02∗

Q10 The experience in the virtual

environment was consistent

with experiences lived in

real life.

5.5 5 .16

the partner’s direction of movement, when the partner’s image

was displayed on their HMDs.

The importance of partners’ image in collaborative work has

been proven in previous studies, too.

In a study of a collaborative bicycle repair task in face-to-face

and in remote found the visual cues in the partner’s image could

make the grounding in their conversation and the task[17].

Another study of a remote collaborative task of assembling a

toy was conducted in a specially designed space where the lo-

cal worker and a table were surrounded by eight fixed displays

showing a remote worker. It found the local worker could pre-

dict the remote worker’s movement by seeing the upper body of

the partner and could prepare for the next action[18].

In contrast to these studies on predefined collaborative work

in a fixed place, our study indicates the usefulness of showing

the partner’s video to pass by the robot smoothly by predicting

its moving direction.

6 Conclusion

In this study, we focused on a situation in which a telepres-

ence robot and a local worker pass by in an office corridor or

passageway. An VR system that displays video of a remote

worker at the position of a surrogate telepresence robot to the

local worker to avoid collision has been studied[1]. However,

its evaluation was very preliminary and was not very realistic.

In this paper, we experimented with a passing-by task and con-

ducted a questionnaire survey and an interview that asked about

workers’ feelings during the task. The results suggested that

presenting the partner’s upper body was used to predict the part-

ner’s movement, and thanks to this, the worker can avoid colli-

sion with the surrogate telepresence robot.
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Eds. Cham: Springer International Publishing, 2019, pp.

707–716.

[16] L. Yang, B. Jones, C. Neustaedter, and S. Singhal,

“Shopping over distance through a telepresence robot,”

Proc. ACM Hum.-Comput. Interact., vol. 2, no. CSCW,

Nov. 2018. [Online]. Available: https://doi.org/10.1145/

3274460

[17] S. R. Fussell, R. E. Kraut, and J. Siegel, “Coordination

of communication: Effects of shared visual context on

collaborative work,” in Proceedings of the 2000 ACM
Conference on Computer Supported Cooperative Work,

ser. CSCW ’00. New York, NY, USA: Association

for Computing Machinery, 2000, pp. 21–30. [Online].

Available: https://doi.org/10.1145/358916.358947

[18] N. Yamashita, H. Kuzuoka, K. Hirata, S. Aoyagi,

Y. Shirai, K. Kaji, and Y. Harada, “Effects of showing

user’s upper body in video-mediated collaboration,” IPSJ
Journal, vol. 51, no. 4, pp. 1152–1162, apr 2010. [Online].

Available: https://ci.nii.ac.jp/naid/110007970719/en/

International Workshop on Informatics ( IWIN 2022 )

137









141

International Workshop on Informatics ( IWIN 2022 )



142

International Workshop on Informatics ( IWIN 2022 )



143

International Workshop on Informatics ( IWIN 2022 )



144

International Workshop on Informatics ( IWIN 2022 )



145

International Workshop on Informatics ( IWIN 2022 )



146

International Workshop on Informatics ( IWIN 2022 )



147

International Workshop on Informatics ( IWIN 2022 )



148

International Workshop on Informatics ( IWIN 2022 )



149

International Workshop on Informatics ( IWIN 2022 )



150

International Workshop on Informatics ( IWIN 2022 )



151

International Workshop on Informatics ( IWIN 2022 )



152

International Workshop on Informatics ( IWIN 2022 )



153

International Workshop on Informatics ( IWIN 2022 )



154

International Workshop on Informatics ( IWIN 2022 )



155

International Workshop on Informatics ( IWIN 2022 )



156

International Workshop on Informatics ( IWIN 2022 )



157

International Workshop on Informatics ( IWIN 2022 )



158

International Workshop on Informatics ( IWIN 2022 )



159

International Workshop on Informatics ( IWIN 2022 )



160

International Workshop on Informatics ( IWIN 2022 )



161

International Workshop on Informatics ( IWIN 2022 )



162

International Workshop on Informatics ( IWIN 2022 )







Nagisa Kokubu *, Riku Sugimoto*, Shouma Hamada*, 
Takayo Namba **, and Keiichi Abe* 

* Kanagawa Institute of Technology, Atsugi City, Kanagawa, Japan
** Kawasaki City College of Nursing, Kawasaki City, Kanagawa, Japan 

abe@he.kanagawa-it.ac.jp 

Abstract -Amyotrophic lateral sclerosis (ALS) patients with 
severe symptoms have difficulty in walking, going out, and 
talking with people. The authors believe that there is a need 
for a system that allows severe ALS patients to maintain 
contact with society and communicate with many people 
while staying at home. A representative previous study for 
solving this problem is an avatar robot. This avatar robot is 
placed in a place where the patient cannot go, and the 
patient can communicate through the avatar robot remotely 
by gestures. However, the avatar robot needs to be set up at 
the place where there is the person whom the patient is 
going to talk with, and the avatar robot needs to be removed 
after the conversation is over. Therefore, we propose a 
system that enables ALS patients with severe symptoms 
who have difficulty in going out to talk with many people 
via an avatar character easily and remotely for 
himself/herself. We have developed and evaluated a 
prototype of our proposed system. 

: Remote Communication, ALS, online confer-
encing tool. 

Amyotrophic lateral sclerosis (ALS) is a disease in which
the nerves that control voluntary movements (motor 
neurons) are damaged, resulting in the loss of muscles 
throughout the body and those necessary for conversation. 
In severe cases, the patient becomes bedridden and isolated, 
with no contact with other people, and it is difficult for the 
patient to move his/her body, although he/she is conscious. 
A previous study aiming to solve this problem is an avatar 
robot [1]. This avatar robot is placed in a place where ALS 
patients cannot go, and it can communicate with a person 
remotely by gestures. However, it is necessary to set up the 
avatar robot and remove it after the conversation. Therefore, 
the system requires help from other people besides the ALS 
patient. 

In this study, we propose a system that enables ALS 
patients to communicate with many people in an enjoyable 
way, so that they can keep in touch with the society and 
communicate with various people. We have developed a 
system that enables ALS patients to talk with many people 
by their own will by using an eye control technology and an 
online conferencing tool[2]. Furthermore, the system allows 
ALS patients to choose their favorite avatar character during 
the conversation. We developed and evaluated a prototype 
of the proposed system. In order to evaluate the 

effectiveness of the proposed system, we conducted a 
questionnaire evaluation with an ALS patient. 

When ALS patients become severely ill, it becomes
difficult for them to move their bodies and to speak. 
Conversation aids are an existing technology to help 
severely ill ALS patients communicate their intentions. The 
first representative product of portable conversational aids is 
a keyboard input type conversational aid [3]. This keyboard-
input type conversation aid uses the keyboard to create 
sentences, which are then spoken by a voice synthesizer. It 
also has functions for registering frequently used words in 
categories and communicating using images. However, this 
keyboard input type conversation aid is difficult to use for 
severely ill ALS patients who have quadriplegia and have 
difficulty moving their bodies because the device requires 
the user to input data by hand. On the other hand, there is a 
gaze-input conversation aid [4]. Gaze input type 
conversation aids are devices that use a gaze input instead of 
a keyboard to create sentences and have them spoken by 
speech synthesis. Gaze-input conversation aids use a special 
gaze-input interface which is expensive and increases the 
system introduction cost. Common to these two products is 
the issue of not being able to converse with many people at 
once because they are face-to-face conversational types. As 
a previous study to solve these problems, there is an avatar 
robot developed by Oly Research Institute. This robot is 
installed in a place where ALS patients cannot go, and it can 
talk with a person whom the patient wants to talk with 
remotely by gestures. However, the robot needs to be set up 
at the place where there is the person whom the ALS patient 
wants to talk to, and the robot needs to be removed after the 
conversation is over, which requires the help of others 
besides the ALS patient. Another avatar technology other 
than robots is called Metaverse [5]. The avatars used in the 
metaverse are computer graphics, and the user can choose 
various characters of his/her choice. With this technology, 
people who have difficulty communicating in the real world 
can freely enjoy conversations and other activities in a 
virtual space through the avatar of their choice. In this 
metaverse, there is no need to set up an avatar like an avatar 
robot in advance at the place where you want to have a 
conversation, and no need to remove the avatar after the 
conversation is over. However, the interface used in the 
metaverse is currently a technology for able-bodied people, 
and it is difficult for people with physical disabilities, such 
as ALS patients, to use it because they cannot speak. 
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Therefore, this study proposes a system that solves these 
issues. 

Chapter 3 provides a detailed overview of the avatar
remote communication system using video conferencing 
tools proposed in this paper. 

The proposed system is intended for ALS patients with 
severe symptoms who have difficulty in going out and 
enables them to easily and enjoyably talk with many people 
remotely without requiring help from others. The proposed 
system uses an online conferencing tool [2], as a remote 
communication tool for the ALS patient and the other party 
to have a conversation. The first reason for using an online 
conferencing tool is that it is widely used around the world 
as a video conferencing tool and is compatible with various 
platforms. The second reason is that ALS patients can easily 
communicate with other patients at home or in the hospital, 
regardless of their location, as long as they own a terminal 
that can use the online conferencing tool and have access to 
a network. Next, the proposed system uses an eye tracking 
interface [6] for the ALS patient's side. We chose the Eye 
Tracking interface because it is less physically demanding 
than the keyboard operation, since severely ill ALS patients 
have significantly reduced physical capabilities. The text 
input from the Eye Tracking interface was used as the text-
to-speech interface. The system also allows the user to add 
and select a character for the voice dialogue agent that will 
be the avatar of the ALS patient by utilizing the function of 
adding and selecting voice dialogue agents in a previous 
study[7]. The ALS patient's favorite character can be added 
to the system by adding a GIF (Graphics Interchange 
Format) file of an animated character using FaceRig[8], etc. 
The system can also output different voices for each 
character by adding a voice model for each character and 
configuring the voice, speed of speech, and endings. The 
system allows the user to remotely communicate with the 
other party via the voice dialogue agent by transmitting the 
display screen of the voice dialogue agent selected by the 
user on the shared screen of the online conferencing tool. 
We call this proposed system Avatar Remote 
Communication System for ALS Patients (ARCS-ALS). 

Figure 1: ARCS-ALS overview. 

Figure 2: ARCS-ALS Prototype System Overview. 

Chapter 4 details the development of the ARCS-ALS 
prototype system proposed in Chapter 3. 

Figure 2 shows an overview of the prototype system. In 
this prototype, distributed processing is performed by a 
Windows PC and a Raspberry PI3B+ (RPI). The Windows 
PC is in charge of the main processing and the RPI is in 
charge of the sub-processing. The main processing on the 
Windows PC includes the input processing of the Eye 
Tracking interface (EyeTracke4C,Tobii)[6] used by the 
ALS patient to operate the ARCS-ALS, the switching 
processing of the video for the voice dialogue agent that 
speaks on behalf of the ALS patient, and the processing of 
the video for the waiting and conversation. The sub-
processing on the RPI includes switching the video between 
the standby and conversational mode, and remote 
communication with the conversational partner via the 
online conferencing tool. The RPI also outputs speech 
synthesized content input from the Windows PC in 
accordance with the voice of the voice dialogue agent and 
instructs the Windows PC when to switch the live-action 
video between the standby and conversational mode. The 
speech synthesis output of the sub-processing (RPI) is input 
to the microphone on the Windows PC side of the main 
processing via the speaker output of the RPI. This results in 
the synthesized voice being output to the other side via the 
online conferencing tool. Open J Talk[9] was used for the 
speech synthesis of the voice dialogue agent. 

In the prototype of the proposed system, ARCS-ALS, we 
developed a voice dialogue application to be used by ALS 
patients when conversing with each other. Figure 3 is a 
general view of the prototype system developed for this 
project, and  Figure 4 shows the screen of the application 
developed this time. As shown in Figure 4, the large 
character in the middle of the screen is the selected 
character. In other words, it will be a voice dialogue agent 
that will carry out conversations on behalf of the ALS 
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patient. When the patient wants to change the selected agent 
to suit his/her preference, he/she can click on the character 
display on the right side of the screen to change the 
character automatically. 

In this prototype, we prepared four characters: the user's 
own image, a child character, and animal characters of a 
dog and a cat. Two methods were prepared for the input of 
the conversation. In the first method, frequently used 
conversations such as replies, and greetings are registered in 
advance and can be spoken at the touch of a button. The 
second method is to use the keyboard, which is one of the 
functions of the eye control input interface, to input text. In 
this method, the ALS patient inputs what he/she wants to 
say using the keyboard and presses the "send" button to 
speak. Although it takes some time to input the content of 
the conversation, any kind of conversation can be sent. 

ARCS-ALS uses the Eye Tracking interface[6] as a 
method for ALS patients to talk. The reason for using this 
interface is that even ALS patients who have limb 
disabilities and have difficulty moving their bodies can use 
the Eye Tracking interface for eye control if they do not 
have eye problems. In our proposed system, we used an off-
the-shelf eye tracking interface and the eye tracking 
function[3] that comes standard in Windows 10. To use the 
system, the Eye Tracking interface is connected to a 
Windows PC via a USB interface, and the main unit of the 
Eye Tracking interface is attached to the bottom of the 
monitor. After installing the driver, adjusting the position of 
the Eye Tracker 4C, and performing simple setups such as a 
visibility test, the system is able to detect the user's line of 
sight on the Windows PC screen. Next, by activating the 
eye control function that comes standard with Windows 10 
and later, the user can click, use the mouse, and perform 
keyboard input, so even the physically challenged can 
operate the PC using only their line of sight. The Eye 
Tracking interface should be installed at an appropriate 
distance from the user, which is approximately 90 cm. If the 
distance is too close or too far, the camera cannot be 
calibrated accurately and may not operate properly. Figure 
5 shows the eye tracking interface used in the prototype and 
the eye control function. The eye tracking interface attached 
to the lower part of the monitor (circled in red) recognizes 
the user's line of sight, and the eye control function (circled 
in green) is used to control the operation. By looking at the 

Figure 3: Prototype system developed for this project. 

Figure 4: Application screen for ARCS-ALS. 

Figure 5: Overview of Eye Tracking interface. 
desired function for a certain period of time, the user can 
instruct the eye tracking function to display icons to select 
the desired location for clicking and a keyboard for 
inputting text, as shown in Figure 5. At first, it may be a 
little difficult to operate the function you want to use, but as 
you gradually become accustomed to it, you will be able to 
operate it at will. 

In the ARCS-ALS system, a voice dialogue agent is used 
which talks to the other party instead of the patient. The 
voice dialogue agent was created by applying our previous 
studies. In this prototype, we prepared four characters: a 
character created from the ALS patient's own image, a child 
character, and animal characters (a dog and a cat). This 
allows the user to choose one of the characters according to 
his or her preference and environment, such as those who 
want to show their healthy self when talking to other 
persons or those who want to appear to be a substitute 
cartoon character instead of their own image. The voice 
dialogue agent can be created in two main ways: as a CG 
character or as a live-action character. Figure 6 shows a 
summary of each method. First, CG characters were created 
using FaceRig[8] software, which allows the user to become 
any character using a webcam, and two GIF images were 
created: one in the standby mode (as if the user is listening 
to a conversation) and one in the conversational mode (as if 
the user is talking). By displaying the two GIF images in 
accordance with the speech state of the voice dialogue agent 
using text-to-speech output and switching the character, the 
mouth movements are synchronized with the video as if the 
character is actually speaking. The live-action character is 
an application of our previous work on creating CG 
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characters. To create a live-action character, two live-action 
videos were actually shot using video equipment, one in the 
standby mode and the other in the conversational mode. As 
in the previous study, a live-action character is easily 
created by switching between the two GIF images in 
accordance with the speech state. In this case, it is necessary 
to shoot a short movie of 3 to 5 seconds and change the 
movie file to a GIF file. This makes it possible to repeat and 
play back the short video, which allows for longer text 
conversations. This method has the advantage that, once the 
user becomes accustomed to it, a live-action character can 
be created in about 10 minutes, making it possible to create 
a character of the person to be reproduced at a low cost. In 
addition, it is considered to be better to create the image of 
the ALS patient before the disease becomes severe, because 
it is considered to be practically difficult for the ALS patient 
to film himself after the disease has become severe. 

The voice of the voice dialogue agent, which is the avatar 
of the ALS patient, is synthesized by Open J Talk [9], and 
its output is shown in Figure 7. In this system, the ALS 
patient uses the eye control input interface to input the 
content of the conversation in text using the application 
developed in this study. The input conversation content is 
output as text-to-speech by Open J Talk [7], and the voice 
dialogue agent speaks the content. Acoustic models are 
prepared for each of the voice dialogue agents selected by 
the user, and the voice, speech style, and endings are 
changed for each character to speak. The dog CG character 
would end with " bow-wow" and the cat CG character 
would say " meow". On the other hand, when using a live-
action character created from the ALS patient's own video, 
we prepared an acoustic model that closely resembled the 
patient's own voice, and then manually adjusted the 
parameters using Open J Talk to make the voice sound 
similar to the patient's own voice. Specifically, the voice 
quality, which can be changed to feminine or masculine by 
changing related parameter values, the pitch shift, which 
changes the tone of the voice, and the speech speed, which 
changes the speed of speech, were adjusted to match the 
patient's voice. The values of these voice parameters were 
used because they can be fine-tuned, which actually takes 
time but produces highly reproducible voice. Other speech 
synthesis technologies include those that utilize AI 
technology to learn voices. Coestation [10] and LYREBIRD
[11] are representative of these technologies. With these
technologies, it is easy to produce a voice synthesizer that is
close to the user's own voice by reading a few examples of
sentences and having the AI learn those sentences. However,
since the example sentences need to be learned repeatedly, it
is not possible to train the AI for ALS patients who have
difficulty in speech. Therefore, this system uses Open J Talk,
which allows the user to manually adjust the parameters of
the acoustic model based on the original voice.

In this chapter 5, a questionnaire evaluation was
conducted to evaluate the prototype of the proposed system. 

Figure 6 : How to Create Voice Dialogue Agents. 

Figure 7: Speech synthesis output mechanism. 
This time, the evaluation was conducted  the questionnaire 
evaluation for ALS patients. From the questionnaire 
evaluation, we investigated the effectiveness of the proposed 
ARCS-ALS system, the functions required for the system, 
and points to be improved, and we describe the details. 

To ask for an evaluation of the proposed system, we 
contacted one ALS patient through an acquaintance who has 
a close relationship with ALS patients. Because of the 
ongoing COVID-19 situation and the difficulty of face-to-
face evaluation, we asked the patient to watch a video (about 
9 minutes) summarizing the use of the prototype of the 
proposed system and then to answer the questionnaire. 

Table 1 shows the evaluation results. In response to the 
question 1, "Would you like to use the system shown in the 
video?", the answer was "Yes". In response to question 2, 
"Would you like to use the system you saw in the video?", 
the answers were "I can use it by myself," "I can 
communicate easily," "I can communicate with others as my 
favorite character," and "I can talk with many people even if 
I can't go out". In addition, "It is easy to listen to because it 
is speech synthesized and the pronunciation can be 
inflected" and "The predictive conversion seems easy to 
use". Next, to question 3, "What would you like to use as a 
character for the spoken dialogue agent in this system?", the 
respondent answered, "My current live-action movie" ,"My 
favorite animal character (dog, cat, etc.)", "My favorite 
animation", and so on. To the question 4, "What would you 
like to use as the voice of this system?", the answers were 
"my voice", "favorite star's voice", "favorite animation", and 
so on. There were no responses to the question 5, "What 
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improvements do you think are needed in the layout of the 
application screen of the system?". To the question 6, "In 
addition to the remote conversation function, what other 
service functions would you like to see in this system?", 
other comments included "a doorbell and zoom function," 
and "more types of keyboards”. Next, there were no 
responses to the question 7, "What do you think needs to be 
improved in the future?" Finally, to the question 8, "Please 
feel free to give us any other comments or requests you may 
have”, the answer was  "I use the Internet, YouTube, 
Facebook, LINE, and recently Google Sheets instead of 
Excel. I rarely use other apps, so I thought it would be better 
to create a well-balanced system. Please let me reserve my 
judgment until I actually use the system. 

From the results of the questionnaire evaluation of the
ALS patient, in response to the question 1, "Would you like 
to use the system you saw in the video?", the answer was 
"Yes" . This indicates that the system is probably effective 
even from the viewpoint of ALS patients. Next, from the 
results of Question 2, we can expect that the system can be 
used in various situations, since the respondent selected all 
the items as the reasons why the patient would like to use 
the system.  Next, from the results of Question 3, the 
respondent selected all the options for the character of the 
spoken dialogue agent in this system except for "live-action 
videos of my past when I was healthy". This may suggest 
that ALS patients do not want to return to what they were 
before they became ill. Next, from question 4, the 
respondent selected all of the items the respondent wanted to 
use as the voice of the system, which suggests that the 
respondent want the voice to match the character. Next, 
from Question 5, the layout of the application screen of the 
system was evaluated to be good, and there was no point of 
improvement from the viewpoint of the ALS patient. Next, 
from the question 6, what kind of service functions other 
than the remote conversation function should be added to 
this system, the respondent selected all of the options, which 
confirms that more functions are required. In particular, it is 
considered necessary to add functions that make life more 
convenient, such as remote control of home appliances and 
health management functions. The result of Q7 suggests that 
the respondent found none of the listed items needed to be 
specifically mentioned as an item that should be further 
improved. Finally, the results of Question 8 showed that 
ALS patients use various tools such as the Internet, 
YouTube, and SNS. From this result, we can assume that the 
ALS patient who responded to this questionnaire has 
considerable knowledge about computers. We would like to 
increase the number of subjects in the future, since we had 
only one subject this time. 

From the evaluation of the ALS patient’s questionnaires,
we were able to understand what improvements are 
necessary for the proposed system. Based on the results of 
the evaluation, we would like to make improvements toward 

the practical application of the proposed system. We had 
only one ALS patient as the respondent in the questionnaire 
evaluation this time, so we would like to increase the 
number of questionnaires in the future. In addition, we 
would like to evaluate the proposed system from multiple 
viewpoints by conducting questionnaire evaluation for 
doctors who are engaged in ALS treatment.  

Table1:Results of Questionnaire Evaluation of ALS 
Patient. 

This study was approved by the Ethical Review Board for 
the use of human subjects of Kanagawa Institute of 
Technology (No.20220715-01). 
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Abstract - Autonomous mobility in mixed traffic environ-
ments with pedestrians need functions to avoid contact with 
pedestrians. In this study, path planning method adapted to 
pedestrian face direction was developed. For pedestrians who 
are aware of mobility (forward facing walking), small avoid-
ance path is generated. For pedestrians who are unaware of 
mobility (downward facing walking), such as those who are 
walking on their smartphones, large avoidance path is gener-
ated. Subjective evaluation experiments were conducted on 
four items: distance, speed, smoothness of avoidance, and re-
liability. The subjective evaluation results showed that the 
evaluations improved for all items except speed, both for for-
ward and downward walking. In particular, for downward 
facing pedestrians the evaluation of the distance was consid-
erably improved.  

Keywords: Autonomous Mobility, Pedestrian behavior 
prediction, Yolo 

1 INTRODUCTION 

In recent years, the practical application of autonomous mo-
bility has been progressing worldwide in areas such as office 
building security and package delivery. Autonomous mobil-
ity move in mixed traffic environments with pedestrians need 
a path planning function that avoids contact with pedestrians. 
When humans pass each other, they unconsciously make eye 
contact with each other and anticipate the other's movements 
to ensure smooth movement. Therefore, we are working on 
the realization of autonomous mobility that enables this type 
of behavior. 

DWA (Dynamic Window Approach) [1] and RRT (Rapidly 
exploring random tree) [2] have been widely used as static 
obstacle avoidance methods for mobile mobility. The prob-
lem with these previous studies was that dynamic obstacles 
such as pedestrians could not be avoided because they were 
not considered. 

For dynamic obstacle avoidance, pedestrian prediction us-
ing the Kalman filter[3], pedestrian prediction and avoidance 
using the potential method[4], and the application of ORCA 
(Optimal Reciprocal Collision Avoidance) to the prediction 
and avoidance of multiple pedestrians[5] have been studied.   

One of the problem for previous studies is avoidance for 
pedestrians walking on their smartphones. It is difficult for 
mobility to avoid pedestrians walking while gazing at their 
smartphones. This is because their walking path is unstable 
and behavior prediction is difficult. Also, pedestrians may be 
surprised when mobility suddenly appears in their field of vi-
sion when they pass by at close range while they are gazing 
at their smartphones. To solve the problem, a method of warn-
ing by sound can be considered. Although pedestrians may 

notice mobility with sound warnings, this method causes mo-
bility to impede pedestrians' walking, and frequent warning 
sounds can make pedestrians uncomfortable. Especially when 
autonomous mobility increases in the future, it is unlikely that 
autonomous mobility will always be prioritized over pedes-
trians. As another means, a method of avoiding large can be 
considered. Although the method could avoid the pedestrian 
safely, such large avoidance would be excessive for pedestri-
ans walking forward. If excessive avoidance is always per-
formed, there is a high possibility that it will take a long time 
to arrive at the destination or the route cannot be generated 
and the mobility cannot move. 

Therefore, in this study, a method to adjust the amount of 
avoidance according to the face direction was attempted. Af-
ter predicting the pedestrian's behavior, the risk of collision is 
reduced by avoiding a small amount when the pedestrian's 
face is in front of the vehicle and a large amount when the 
face is facing downwards. Despite avoiding pedestrians using 
this method, if a collision is unavoidable, the mobility stops. 
This avoidance strategy is similar to that used by humans 
every day. 

2 METHOD AND EXPERIMENTAL 

EQUIPMENT 

2.1 Method 

To safely avoid a downward-facing pedestrian, the face di-
rection of the pedestrian is recognized by face direction 
recognition. Next, if the result of the face direction is a down-
ward-facing pedestrian, a large avoidance path is generated. 
We considered these two requirements for pedestrian avoid-
ance. 

The method is based on the following procedure. 
Step1 Measurement of pedestrian position using 3D LiDAR, 

pedestrian detection, tracking, and pedestrian behav-
ior prediction. 

Step2 Pedestrian face direction detection by image recogni-
tion . 

Step3 Collision risk area calculation based on the pedestrian 
behavior prediction and pedestrian face direction de-
tection results. 

Step4 Pedestrian avoidance route generation. 
A schematic diagram of the proposed algorithm is shown be-
low (Figure 1). 
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Figure 1: Method of pedestrian cooperative path planning

As in previous studies [3], 3D LiDAR information and a Kal-
man filter were used for pedestrian recognition and pedestrian 
behavior prediction. 

2.2 System Configuration 

The autonomous mobility used in this experiment is shown 
in Fig. 2. It was equipped with a camera for face direction 
detection of pedestrians and an omnidirectional laser sensor 
for self-localization and obstacle detection. Data obtained 
from these onboard devices is processed and controlled by a 
compact computer DH310 (Shuttle) and a Jetson Xavier NX 
(NVIDIA) (Table.1). 

Figure 2: Mobility 

Table 1: System Configuration
Camera C920n web camera (Logicool) 
LiDAR VLP-16 (Velodyne) 
Computers DH310 (Shutlle) 

Jetson Xavier NX (NVIDIA) 

2.3 Face Recognition 

 To estimate whether pedestrians are aware of autonomous 
mobility or not, this study assumes that pedestrians whose 
faces are forward-facing are aware of autonomous mobility 
and those whose faces are downward-facing are not aware. 
Pedestrian face direction recognition was performed using 
deep learning with Yolo [6]. An example of recognition is 
shown in Figure 3. First, 300 images were taken of each pe-
destrian with a forward face and a downward face. Next, 4000 
epochs of deep learning by Yolo were performed using the 
collected images. The recognition rate of forwarding-facing 

was about 99% and that of downward-facing was about 77% 
(Table.2). 

Figure 3: Recognized example of face direction 

Table 2: Recognition result of face direction 
Recognition result 

Forward Down-
ward 

Human 
behav-

ior 

Forward 99% 1% 
Downward 23% 77% 

2.4 Path Planning 

Route generation was performed by RRT* [7] based on the 
occupancy grid map. 

Based on the results of pedestrian face direction recogni-
tion and pedestrian behavior prediction, collision risk areas 
were defined on the occupancy grid map used in route gener-
ation (Fig. 4). For pedestrian behavior prediction, the walking 
speed of the tracked pedestrian was calculated using a Kal-
man filter, and the predicted position was calculated based on 
the calculated walking speed. 
The width of the collision risk area is the same as the width 
of the body when avoiding a forward-facing pedestrian (here-
inafter referred to as 'small avoidance'), and is wider when 
avoiding a downward-facing pedestrian (hereinafter referred 
to as 'large avoidance') so that a safe distance is maintained 
between the pedestrian and the collision risk area. The colli-
sion risk area was treated like an obstacle in the route gener-
ation. 

Figure 4: Collision risk area 

3 EXPERIMENTAL RESULTS 

Using the proposed path planning algorithm, a subjective 
evaluation experiment on pedestrian avoidance was con-
ducted in a laboratory. A course was created as shown in Fig. 
5, and the autonomous mobility was moved at a translational 
velocity of 0.5 m/s. Pedestrians were instructed to walk at 
their natural walking speed and evaluate whether the autono-
mous mobility could avoid pedestrians. 
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Figure 5: layout of pedestrian avoidance experiment 

3.1 Path Planning Results 

The path planning results are shown below. For compari-
son, similar experiments were conducted under path planning 
without behavior prediction. Three types of path planning 
were used: without behavior prediction (Fig. 6), small avoid-
ance (Fig. 7), and large avoidance (Fig. 8). The bold lines are 
the selected paths and the branches are the candidate paths. It 
was confirmed that the system generated a largely avoidable 
path for downward-facing pedestrians compared to forward-
facing pedestrians. 

Figure 6: Path planning example of without behavior pre-
diction path planning. The bold line represents the se-

lected path and the branch line represent candidate path. 

Figure 7: Path planning example of small avoidance co-
operative path planning. The bold line represents the se-
lected path and the branch lines represent candidate path.

The square represents the collision risk area. 

Figure 8: Path planning example of large avoidance co-
operative path planning. The bold line represents the se-
lected path and the branch lines represent candidate path.

The square represents the collision risk area. 

Figs 9, 10, and 11 show the trajectory examples for without 
behavior prediction, small avoidance, and large avoidance, 
respectively. 

Figure 9: Trajectory example of without behavior predic-
tion path planning. 

Figure 10: Trajectory example of small avoidance coop-
erative path planning. 

Figure 11: Trajectory example of large avoidance cooper-
ative path planning. 

The paths also showed that large avoidance was avoided to 
a greater extent than small avoidance and that the timing of 
avoidance was delayed without the collision risk area. 

3.2 Subjective Evaluation Results 

Subjective evaluation of pedestrian avoidance performance 
was carried out on nine subjects. Two trials of each condition 
were made to each subject. Experiments were carried out 
based on the approval of the Human Ethics Review Commit-
tee of Kanagawa institute of technology. 

Subjective evaluation was performed with 4 evaluation 
items.  They are "distance from the autonomous mobility 
when passing by", "speed of the mobility when passing by", 
"smoothness of passing by (avoidance performance)", and  
"reliability when passing by". These items were evaluated in 
five levels, with the following ratings: 'good', 'a little good', 
'undecided', 'a little bad', and 'bad'. 

Subjective evaluation results are as follows (Figs. 12 and 
13). In the case of forward-facing pedestrians, the evaluation 
of all items improved in comparison without behavior predic-
tion and small avoidance. In the case of downward-facing pe-
destrians, the evaluation values of all items improved in com-
parison without behavior prediction and large avoidance. Es-
pecially, in the case of downward-facing pedestrians, the 
evaluation of distance was considerably improved. No 

Mobility 

Pedestrian 

Mobility 

Pedestrian 

Pedestrian 

Mobility 
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change was observed in the evaluation of speed, partly be-
cause the vehicles were driven at the same speed in all three 
conditions. 

Figure 12: Subjective evaluation results for conscious pe-
destrians. 

Figure 13: Subjective evaluation result.

Significant difference tests were conducted paired t-test with 
a significance level of 0.05 and a null hypothesis of 'no dif-
ference in mean values between the two groups. In this 
study, subjective ratings were treated as interval scales. 
Without behavior prediction and small avoidance were com-
pared for forward-facing pedestrians, and without behavior 
prediction and large avoidance were compared for down-
ward-facing pedestrians. The p-values for each item are 
shown below (Tables 3 and 4). 

Table 3: Result of significance test for forward facing pe-
destrian (* p<0.05). 

item P-value
Distance 0.02*

significantly different 
Speed 0.173 
Smoothness 0.046* 

significantly different 
Reliability 0.021*

significantly different 

Table 4: Result of significance test for downward facing 
pedestrian (* p<0.05, ** p<0.01). 

item P-value
Distance 0.005**

significantly different 
Speed 0.040* 

significantly different 
Smoothness 0.014*

significantly different 
Reliability 0.006**

significantly different 

4 DISCUSSION: THE RESULTS OF THE 

SUBJECTIVE EVALUATION 

Both forward and downward-facing pedestrians improved 
the subjective evaluation results for all items except speed. 
Speed was highly rated in all three conditions, with no signif-
icant differences observed. It is considered that this is because 
the mobility moved at a constant speed under all experimental 
conditions. 
In the subjective evaluation of forward-facing pedestrians, 

the evaluation of large avoidance was slightly worse than that 
of small avoidance. Several subjects commented on the poor 
smoothness of large avoidance, such as "I felt poor smooth-
ness" and "If I were a human, I would feel un-comfortable as 
if I were being large avoided”. From this result, it seems that 
small avoidance is appropriate for for-ward-facing pedestri-
ans.  
Significant differences in distance and reliability were found 

for forward-facing walking. This result is thought to be due 
to the fact that the mobility without prediction (no collision 
risk area) pass pedestrians at a close distance, while those 
with a collision risk area maintain a certain distance while 
avoiding pedestrians.  
In downward-facing walking, significant differences were 

observed in all items except speed. In forward-facing walking, 
the presence of mobility can be confirmed early on in the ef-
fective field of view, whereas in downward-facing walking, 
the effective field of view is narrower than in forward-facing 
walking because walking is done while gazing at the 
smartphone [9], and the pedestrian only confirms the pres-
ence of the mobility when it enters the peripheral field of view 
just before passing by. Therefore, the evaluation of distance, 
the reliability and smoothness decreased, whereas with the 
collision risk area, the reliability also improved because the 
robot maintains a maximum safe distance and makes a larger 
avoidance compared to forward-facing walking. 

5 CONCLUSION 

In this study, we proposed a path planning algorithm that 
adapts to the face direction of pedestrians and safely avoids 
pedestrians who are walking while on their smartphones. 
The effectiveness of this algorithm was confirmed by sub-

jective evaluation. 
This method would enable the operation of advanced col-

laboration between pedestrians and autonomous mobility on 
campus. 
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Applications
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Abstract - Crowdsensing platforms are available to solve

the problems of dedicated system development and operat-

ing costs associated with crowdsensing. Among them, there

are several crowdsensing platforms that provide incentive el-

ements to motivate and maintain users. We build a crowd-

sensing platform (Lavlus) to mitigate disincentive factors that

can be used in conjunction with incentive factors. This study

implements a smartphone application for Lavlus. The Lavlus

smartphone app needs to have the following functions: sens-

ing project download, sensing request notification, automatic

sensing, and sensor data upload. Among them, sensing re-

quest notification and automatic sensing are based on Spatio-

temporal fencing. Geofencing used latitude and longitude,

which are easy for users to visually recognize, but GPS is un-

stable indoors and in areas with many buildings. Therefore, a

margin is provided on the geofence to determine whether the

user has entered or exited the geofence with certainty. Lavlus

may also target specific facilities, such as amusement parks or

factories, as actual use cases. In this case, the geofence may

be arbitrarily polygonal. We then draw a circle with the user at

its center and generate geofencing points at eight points on the

circumference of the circle. If one or more of the generated

points are inside the geofence, the system determines that it

is about to enter space-time and issues a notification whether

or not it will cooperate with sensing. If all eight points are

inside, the application judges that it has definitely entered the

area and performs automatic sensing. If all eight points are

outside, the application judges that it has definitely exited and

terminates sensing. This allows proper geofencing even when

the geofence is arbitrarily polygonal. In this paper, we im-

plemented these functions and verified their operation. As a

result, the geofence worked properly for arbitrary polygons.

Keywords: Spatio-temporal fencing, crowdsensing, crowd-

sensing platform, smartphones

1 Introduction

In recent years, the number of smartphones equipped with

sophisticated sensors has been increasing, and a wide vari-

ety of sensors are becoming available. Therefore, there are a

number of research that use smartphone sensors[1][2]．Crowd-

sensing is an attempt to utilize the sensing capability of smart-

phones[3][4][5]. Crowdsensing is currently being employed

in research and surveys[6][7][8]. The implementation of crowd-

sensing requires the development of a dedicated system, which

is expected to incur significant initial and running costs. In

addition, in order to encourage many collaborators to cooper-

ate in crowdsensing, there are issues such as reducing the time

and effort required for collaborators and eliminating their anx-

iety. As for the time and effort required for collaborators,

the burden of operating and communicating with smartphones

can be mentioned. The concerns of the collaborators include

worries about providing data due to privacy barriers of the

collaborators and distrust of sensing. Furthermore, since crowd-

sensing handles a lot of sensitive data such as sensor data,

security and privacy protection measures are essential.

The initial and running costs required to implement crowd-

sensing can be solved by a crowdsensing platform. However,

crowdsensing platforms face several challenges, which we

have addressed by proposing a crowdsensing platform based

on Spatio-temporal fencing called ”Lavlus”. Create a crowd-

sensing platform to enable easy use of crowdsensing and di-

verse data collection to significantly reduce costs (time, money,

and effort) in research and surveys. We also propose Spatio-

temporal fencing, and expect those who use crowdsensing to

collect sensor data (hereafter referred to as ”requesters”) to

easily define the scope of sensing, and those who cooperate

with crowdsensing to provide sensor data (hereafter referred

to as ”collaborators”) to have a clear perception of the space-

time that is being sensed. When using Lavlus, the requester

uses a dedicated web application and the collaborator uses a

dedicated mobile application. This study is about mobile ap-

plications of Lavlus.

2 Related Research

There are several research that use crowdsensing to col-

lect data from a large number of people for estimation and

analysis. For example, crowdsensing using mobile devices

is used to collect and share ambient sounds to conduct noise

surveys[6][7], and motion sensors such as accelerometers are

used to collect data from car users to estimate road conditions

such as icy and paved roads, and road geometry such as flat

and hollow surfaces[8]. In these research, the development of

a crowdsensing system is expected to incur significant costs.

To implement crowdsensing, it is necessary to develop a sens-

ing smartphone application exclusively for the collaborator

and a server to manage the collected data.

Therefore, a crowdsensing platform would be very useful if

the requester wishes to use crowdsensing to collect data. For

the requester, it is no longer necessary to create and distribute

a dedicated smartphone application for sensing for each re-

search, thus eliminating the time and effort spent on these

tasks. As for the collaborators, there is no need to install a

separate smartphone application for each research, and there

is no need to use separate applications for each research. In

addition, the use of a common smartphone application can

lead collaborators to other crowdsensing applications, which

can lead to the acquisition of many collaborators.
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Next, we discuss related research on crowdsensing plat-

forms. There are already some that operate as simple plat-

forms mainly for the purpose of reducing system development

costs[9][10]. However, securing collaborators is very impor-

tant for crowdsensing platforms. Related researches include

those to improve and maintain the motivation of collaborators

and to secure collaborators.

This includes research using monetary incentives[11] and

research that uses gamification to provide non-monetary in-

centives[12]. There are also research that offer a flexible choice

between monetary and non-monetary incentives. In this re-

search, our approach is to remove disincentives for collabora-

tors through Spatio-temporal fencing, and we are considering

introducing a mechanism that can provide incentives in the

future.

Next, we discuss related research on crowdsensing plat-

forms. Since securing collaborators is extremely important

for a crowdsensing platform, it is necessary to devise ways

to increase and maintain motivation. There are two ways to

motivate collaborators: research [11] using monetary incen-

tives and research [12] using non-monetary incentives. These

methods of increasing and maintaining motivation focus on

incentive factors, and not much is said about disincentive fac-

tors. This system aims to reduce the disincentive factors that

can be used in conjunction with these incentive factors.

Smartphones are used for many of the sensing terminals in

the crowdsensing platform[9][10][11]．One of the advantages

of using smartphones as sensing terminals for crowdsensing

is that smartphones have high penetration rates and there is no

need to secure, distribute, or upgrade new sensing terminals.

In addition, if a mobile application dedicated to crowdsensing

is created, people around the world can participate in crowd-

sensing via the Internet. However, as a disadvantage, smart-

phones are likely to be carried at all times, and the sensor

data obtained may violate privacy if the collaborator senses at

unintended places and times. In this study, Spatio-temporal

fencing is expected to provide sensing that does not violate

the privacy of collaborators.

3 Crowdsensing Platform Based on
Spatio-temporal Fencing

This section describes the details of a crowd-sensing plat-

form (Lavlus) based on Spatio-temporal fencing. Each sec-

tion is organized in the following order: definition of space-

time fencing, overall view of Lavlus

3.1 Definition of space-time fencing
Spatio-temporal fencing is defined as ”a fencing method

that extends geo-fencing by adding a time element. An overview

of Spatio-temporal fencing is shown in Figure 1. Geo-fencing

is a fencing method that uses location-estimation technolo-

gies such as GPS, Wi-Fi, and BLE beacons to generate vir-

tual boundaries, and provides specific services when a user

enters or exits the boundary. With the increasing accuracy of

location estimation and the widespread use of devices such

as BLE, which can easily construct geofences, various appli-

cations using geofencing have been realized. In other words,

Figure 1: Spatio-temporal fencing with additional geo-

fencing and time elements

Spatio-temporal fencing is a fencing method that generates

virtual boundaries by specifying time and space, and performs

a specific service when a user enters or exits the boundary.

The specific service is ”sensing” in this study. Sensing is initi-

ated when it enters within the virtual boundary and terminated

when it exits outside the boundary.

One advantage of Spatio-temporal fencing is that delimit-

ing the boundaries by time and area allows the requester to

specify various situations for crowd-sensing. The range that

can be defined for Spatio-temporal fencing is the range within

which time and space can be properly separated. For exam-

ple, a park from 3 p.m. to 5 p.m. or an amusement park during

opening hours. On the other hand, the extent to which time

and space cannot be properly separated cannot be defined. For

example, it is not suitable only during rainfall, when time can-

not be properly separated, or on a moving train, when space

cannot be properly separated.

3.2 Overall view of Lavlus

The overall view of Lavlus is shown in Figure 2. The se-

quence of steps in Lavlus is ”defining a sensing project in

a web app,” ”Spatio-temporal fencing,” ”accepting a sensing

request,” ”automatically sensing,” ”automatically uploading

under Wi-Fi,” and ”using the data. The requester defines the

details of the sensing request in detail on the project man-

agement web application and creates a sensing project. The

collaborator downloads the sensing project created by the re-

quester. Spatio-temporal fencing is performed by the collabo-

rator according to the sensing project, based on the definition

in the 3.1 clause, and notifications are sent only if the col-

laborator is in the set space-time. If the collaborator agrees

with the requestor and the contents of the crowdsensing pre-

sented on the sensing request screen, and cooperates with the

sensing, the collaborator accepts the sensing request. When a

collaborator accepts the sensing request and enters the time-

space, sensing starts automatically in the background. When

the sensing is finished and the collaborator is under Wi-Fi, the

sensor data is uploaded.

This platform can be used only for crowd-sensing, where

space-time can be set appropriately and sensing is done in

unconsciousness. For example, suppose that an amusement
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Figure 2: Overall view of Lavlus

park management company tries to sense the movement his-

tory of amusement park visitors in order to understand their

trends. In this case, the time is set from the opening time to

the closing time of the amusement park, the space is set to the

inside of the amusement park, and the required sensor data

are position information and acceleration. As another exam-

ple, suppose a teacher wants to make environmental measure-

ments to control the air conditioning of a classroom where he

or she teaches a class. In this case, the time is set to the time

of day when the class is held, the space is set to the classroom,

and the required sensor data are temperature and humidity.

4 Application for automatic sensing upon
entry into a specific time-space

This section describes an application for automatic sens-

ing upon entry into a specific time-space. In section 4.1, we

first define the requirements specification for Lavlus’ mobile

application. Section 4.2 describes the implementation of an

application that automatically senses when entering a spe-

cific time-space. Section 4.3 describes the implementation of

Spatio-temporal fencing. Section 4.4 describes the implemen-

tation of sensing request notifications. Section 4.5 describes

the implementation of automatic sensing.

4.1 Requirements specification for Lavlus’
mobile application

The Lavlus mobile application requirements specification

is shown in Figure3. The Lavlus mobile app needs to be able

to request download, sensing request notification, automati-

cally sensing and sensor data upload.

The Lavlus mobile app needs to reduce the disincentive fac-

tor for collaborators. In order to reduce the physical costs

for the collaborator, it is necessary to notify the collaborator

and reduce the collaborator’s own operations, and not to over-

whelm the data traffic of the terminal. Notification should be

issued only to collaborators who are likely to enter the space-

time to minimize notification to collaborators. In addition,

once a collaborator accepts or rejects a sensing request, no no-

tification needs to be issued from that project. The requester

may feel annoyed if notifications are issued for crowdsens-

ing that he/she cannot participate in or for crowdsensing that

he/she once rejected. Therefore, notification to collaborators

should be kept to a minimum. To reduce the number of opera-

tions by the collaborator, the collaborator’s operations should

be limited to tapping the sensing request notification and tap-

ping the Accept/Reject button on the sensing request screen,

with the exception of installing applications, etc. Therefore,

all Spatio-temporal fencing and sensing must be done auto-

matically in the background. Collaborators may stop cooper-

ating with crowdsensing if there is too much manipulation or

effort involved before they cooperate. When downloading a

sensing project, it is necessary to download only those sens-

ing projects in which collaborators are likely to participate in

order not to overwhelm the communication and data capacity

of the terminal. It also needs to be uploaded automatically

when connected to Wi-Fi after sensing is complete.

To reduce the psychological cost for collaborators, they

need to be able to delete sensor data that they do not want

to be used. It is also necessary to be able to delete sensor data

that you do not want to be used even after uploading. There-

fore, collaborators need to be able to reject a sensing project
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Figure 3: requirements specification for Lavlus’ mobile ap-

plication

that they have already accepted, or request the deletion of sen-

sor data that they have already uploaded. If the data cannot be

deleted once sensed, collaborators cannot casually sense the

data. In this case, the number of collaborators may decrease

because it will be difficult for them to participate in crowd-

sensing.

4.2 Implementation of an application that
automatically senses when entering a
specific time-space

Implement a mobile app for sensing corresponding to the

sensing project produced by the requester. This application

only implements Spatio-temporal fencing, sensing requests,

and automatic sensing out of those described in section 4.1.

The overall diagram of the implemented application is shown

in Fig4．

Issue a sensing request notification to collaborators who are

likely to enter the space-time or who are already inside the

space-time. Tap the sensing request notification to display the

sensing request screen. The collaborator checks the informa-

tion about the requester and crowdsensing presented on the

sensing request screen and chooses whether or not to cooper-

ate with crowdsensing. If the collaborator agrees to cooper-

ate with crowdsensing, he/she presses the ”Accept” button on

the sensing request screen; if not, he/she presses the ”Deny”

button. If the collaborator agrees to crowdsensing and is def-

initely inside the space-time, it is automatically sensed.

Figure 4: Overall view of an application for automatic sensing

upon entry into a specific time and space

4.3 Implementation of Spatio-temporal
fencing

Latitude and longitude, BLE beacons, and Wi-Fi are some

of the methods used to generate geofences. Lavlus needs to

ensure that the requester and collaborator are aware of the

geofence. For this reason, the latitude and longitude were

used in this case because they are visually easy to recognize.

Figure 5: Geo-fencing using point inside/outside determina-

tion

Use the polygon interior/exterior decision algorithm to deal

with the case where the geofence is an arbitrary polygon. The

inside/outside judgment for a polygon of points is shown in

Figure5. To determine whether a point is inside or outside a

polygon, first draw a straight line from the point (red circle)

to the polygon. If the number of intersections (blue circles)
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between the line and the polygon is odd, the line is inside

the polygon; if it is even, the line is outside the polygon. In

this case, if exactly a line overlaps an edge of a polygon or

a line overlaps a vertex of a polygon, a wrong decision is

made. However, since latitude and longitude have seven dec-

imal places and location information keeps changing, exactly

overlapping cases are not considered this time. No matter

how complex a polygonal area the requester sets up, such as

the lower part of Figure5, it is possible to determine whether

it is interior or not. Although not implemented in this case,

it is also possible to determine the area in the shape of a cir-

cle. In addition, since only GPS is used to determine the area,

only a flat area can be determined in this case. Determination

of three-dimensional areas such as the first and second floors

is a subject for future work.

In order to cope with various situations, such as sensing

only when the user is definitely inside the space-time inter-

val, or issuing sensing request notifications to collaborators

who are likely to enter the space-time interval, we have im-

plemented a margin that allows the space-time interval to be

expanded and contracted. If the space-time is to be deter-

mined with certainty, the space-time is reduced by a margin.

When determining whether or not the user is in the space-

time perimeter, an expanded space-time margin is used. If the

geofence is a rectangle made up of only lines parallel to the

latitude and longitude lines, the margin can be implemented

using addition and subtraction. To enlarge the geofence, add

a margin to the northernmost latitude and easternmost longi-

tude, and subtract a margin to the southernmost latitude and

westernmost longitude. To reduce the geofence, subtract a

margin from the northernmost latitude and easternmost longi-

tude and add a margin to the southernmost latitude and west-

ernmost longitude. However, this application needs to deal

with the case where the geofence is an arbitrary polygon. So

we let the collaborator, not the geofence, have the margin.

Figure 6: Based on a few points on the circumference cen-

tered on the collaborator, the algorithm determines if the col-

laborator is likely to enter the geofence, if the collaborator is

definitely inside the geofence, or if the collaborator is defi-

nitely outside the geofence.

A summary of the margins that the collaborator has is shown

in the figure. First, draw a circle with a radius of the length

of the margin centered on the collaborator. It then generates

several points equally on its circumference. Geofencing is

performed on all the generated points. If one or more of the

generated points are inside the geofence, the collaborator is

considered likely to enter the geofence. If all generated points

are inside the geofence, the collaborator is definitely inside

the geofence. If all generated points are outside the geofence,

the collaborator is definitely outside the geofence.

4.4 Implementation of sensing request
notifications

To reduce the number of sensing request notifications to

collaborators, sensing request notifications are issued to col-

laborators who are most likely to participate in crowdsens-

ing. Collaborators who are close to the space-time set for the

sensing project and already inside the space-time are consid-

ered likely to participate in that crowdsensing project. For ex-

ample, a collaborator who is in the vicinity of crowdsensing

that has already begun, or a collaborator who will soon begin

crowdsensing where he or she is located. Therefore, we take

a margin to widen the time-space, and issue a notification if

the user is inside that time-space. Assume that collaborators

who are located far from the space set aside for the sensing

project are unlikely to participate in that crowdsensing. For

example, collaborators who are far away from the crowdsens-

ing that has already begun. Issue a notice to a collaborator

who is unlikely to participate in crowdsensing, and even if

they accept the sensing request, they are unlikely to receive

sensor data. In addition, collaborators may feel uncomfort-

able with repeated issuance of crowd-sensing notifications in

which they do not participate.

Figure 7: Example of issued notification and sensing request

screen

When the collaborator taps the sensing request notifica-

tion, the sensing request screen is launched and the requester’s

name, the sensor to be used, and the time and space are pre-

sented (Figure7). If the collaborator is satisfied with the in-

formation presented and decides to cooperate, the collabora-

tor presses the ”Accept Sensing” button and cooperates with

crowdsensing. The collaborator confirms the information pre-

sented on the sensing request screen. Examples of informa-

tion presented on the sensing request screen include the re-

quester’s name, the name of the sensor to be used and its fre-

quency. At this time, collaborators can reject crowdsensing

by pressing the ”Reject Sensing” button if they have any dis-

trust or disagreement with the information presented.
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4.5 Implementation of automatic sensing

To reduce the manipulation of the collaborator, sensing is

automatically performed in the background when the collab-

orator has definitely agreed to the sensing request inside the

space-time. Therefore, the collaborator does not need to con-

sciously open the smartphone application, and the sensing

does not terminate during the process unless the application

itself is terminated. In addition to reducing the burden of the

collaborator’s operations, we expect the system to sense the

user’s usual behavior because it does not make the user aware

of the sensing process.

In order to determine whether or not the collaborator is def-

initely inside the space-time of the collaborator, a narrower

space-time margin is taken on entry and a wider space-time

margin is taken on exit. If the geofencing is near the boundary

and the location information becomes unstable, the entry/exit

decision is repeated. If the location information is unstable

around space-time, it may be determined to be inside space-

time even though it is outside space-time. To prevent this,

a margin is taken. However, if the space-time is small, too

narrow a margin makes it difficult or impossible to enter the

space-time. For example, for a geofence that is less than 10

meters in either direction, a narrowing margin of 5 meters or

more will make it impossible to enter. Similarly, if the margin

to narrow the time is more than the set time, entry will not be

possible. Therefore, when narrowing the space-time interval,

the margin must take into account the size of the space-time

interval. At this time, margins are set for each sensing project.

As a crowdsensing platform, it supports many sensors and

free frequencies, and abstracts sensor data that would violate

privacy. Many sensors and frequencies need to be supported

to accommodate a variety of crowd sensing. For example, gait

estimation may require acceleration sensors, barometric pres-

sure sensors, angular velocity sensors, and location informa-

tion. Sound sensors may be needed for noise measurements,

and temperature and humidity for environmental measure-

ments. Not only the type of sensor but also the frequency that

can be freely set is necessary. The frequency of the same sen-

sor varies depending on the application. For example, when

a barometric sensor is used for gait estimation, it senses at a

high frequency. On the other hand, weather estimation does

not require sensing at high frequencies, so sensing is done at

lower frequencies. The type of sensor and the frequency for

each sensor are set in the sensing project created by the re-

quester. This application allows sensing for multiple sensors

and sensor frequencies according to the sensing project. For

example, frequencies can be set on a per-sensor basis, such

as sensing acceleration at 50 Hz and barometric pressure at

10 Hz. It may also enter multiple time-spaces simultaneously

and participate in multiple crowdsensing activities. This ap-

plication manages sensor types and their frequencies for each

sensing project, so that multiple sensing can be performed

simultaneously. For example, even when cooperating simul-

taneously with crowdsensing that takes acceleration at 50 Hz

and crowdsensing that takes acceleration at 20 Hz, it is possi-

ble to sense appropriately.

5 Experiment

We verified that the geofence works properly when it is

arbitrarily polygonal, including the margins. The evaluation

items for the Experiment are shown in Fig.8．First, check to

see if notifications have been issued to collaborators who are

likely to enter the geofence. The collaborators most likely

to enter the geofence are as described in the4.4 section. As

described in section4.3, when one or more points with an in-

side/outside decision attached to a collaborator are inside a

geofence, the geofence is considered to have entered an ex-

panded geofence and a notification is issued. Next, verify

that the sensing starts when you are definitely inside the ge-

ofencing. If it is working properly, when all the points with

inside/outside judgments attached to the collaborator enter the

geofence, it judges that it is definitely inside the geofence

and starts sensing. Finally, check to see if the sensing is

terminated when the geo-fence is definitely exiting the geo-

fence. If it is working properly, when all the points with

inside/outside judgments attached to collaborators have left

the geofence, it is determined that they are definitely outside

the geofence, and sensing is terminated. The experimental

environment for Experiment and the actual route moved are

shown in Figure9. A polygonal geo-fence is set up as shown

in Figure8, and the geo-fence is moved through (Figure8 or-

ange arrows).

Figure 8: Experiment of geofencing operation

The results of the operation verification are shown in Fig10.

First, the issuance of the notice was verified upon entry into

the expanded geofence. Next, we verified that sensing begins

upon entry into the reduced geofence. Finally, we confirmed

that sensing was terminated when they exited the expanded

geofence. From the above, it can be said that proper operation

was confirmed.

6 Conclusion

In this paper, we defined the requirements for the functions

required for mobile applications in a crowdsensing platform.

From these, Spatio-temporal fencing, sensing requests, and

automatic sensing were implemented. The implementation

of Spatio-temporal fencing used polygon inside/outside deci-

sions to accommodate the case where the geofence is an arbi-

trary polygon. In order to cope with various situations, such

as sensing only when the user is sure to enter space-time, or

issuing sensing request notifications to collaborators who are
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Figure 9: Verification of geofencing operation

Figure 10: Results of geofencing operation verification

likely to enter space-time, the system implements a margin

that allows expansion and contraction of space-time. In addi-

tion, to accommodate the case where the geofence is a com-

plex rectangle, a margin is provided for the location informa-

tion of collaborators. The first step in implementing a sensing

request was to define collaborators who are likely to partici-

pate in the sensing request. Notification is then issued only to

collaborators who are likely to participate in the sensing re-

quest. In addition, a sensing request screen was implemented

to determine whether or not the collaborator would participate

in the sensing. The company agreed to the sensing request

and implemented a function that automatically senses when

the user enters the Spatio-temporal space. In order to reliably

determine whether a collaborator enters or exits space-time, a

narrow space-time margin is used for entry, and a wide space-

time margin is used for exit. As a crowdsensing platform,

it supports many sensors and free frequencies, and abstracts

sensor data that would violate privacy.

In the operation verification, we checked whether the Spatio-

temporal fencing was properly performed. As a result, Spatio-

temporal fencing was performed properly. In addition, we

verified whether the sensing was appropriate for actual use

cases. As a result, various sensor data were collected.

Future work includes the implementation of necessary func-

tions for mobile applications in a crowdsensing platform based

on Spatio-temporal fencing, which was not implemented in

this study. It is necessary to implement the linkage with the

server such as sensing project download and sensor data up-

load, which could not be implemented this time.

One of the challenges of Spatio-temporal fencing is that

it uses GPS for geo-fencing, which makes the operation un-

stable indoors where GPS accuracy is degraded. Since only

latitude and longitude are used for geofencing at this time, ge-

ofencing cannot be performed properly when GPS blurring is

more severe than expected, such as indoors or in areas with

many high-rise buildings. Latitude and longitude alone can-

not be used to determine the first or second floor. Therefore,

in addition to geofencing in latitude and longitude, it is nec-

essary to implement BLE and Wi-Fi.
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- We have investigated how noise affect sleep 
using recorded transportation noise in participants’ own 
home since 2019. In this study, we analyzed subjective and 
objective sleep assessment for twenty participants consist of 
each ten persons of working people and university students. 
The comparison between the two groups showed that the 
working peoples were more affected by noise-induced sleep 
in the subjective sleep assessment. In addition, it confirmed 
dose-response relationships between noise level and 
incidence of wake after sleep onset (WASO) derived from 
the objective sleep assessment differ from each traffic noise. 

: sleep effects, traffic noise, questionnaire, body-
movement, statistical analysis. 

 Ensuring good quality sleep is a very important issue in 
today's world, where one out of every five Japanese citizens 
is becoming increasingly dissatisfied with their sleep. 
Traffic noise is one of the environmental factors that affect 
sleep. The 2018 European WHO Environmental Noise 
Guidelines [1] recommended that Lnight 40-45 dB (energy-
averaged nighttime noise level) should be used to protect 
people's health, which became a major topic of discussion. 

The authors also started an experimental study of noise-
induced sleep effects in 2019, and in the previous year's 
study [2,3], the authors analyzed the association between 
subjective and objective sleep ratings and noise exposure 
regarding sleep effects. The results showed that subjective 
and objective sleep ratings did not agree and showed 
different trends. As a consideration of the cause of this 
difference, the previous study had conducted experiments on 
working peoples, but in the previous year's study, most of 
the participants were university students, and the difference 
in sleep habits was considered to be one of the reasons for 
the difference. 

Therefore, in this study, experiments were conducted on 
10 working peoples and 10 university students. Two 
evaluation methods were used: an objective sleep evaluation 
using an actigraphy body movement meter and a subjective 
sleep evaluation using two questionnaires. 

Methods for studying the effects of noise on sleep include 
social surveys and laboratory experiments. The former 
method provides information on the effects of noise on sleep 
in real life, but the extent of the effects is based on 

subjective impressions, and it is difficult to grasp and 
control the noise environment during sleep. On the other 
hand, in the latter indoor experiment, it is possible to grasp 
and control the noise environment presented to the subject 
and observe the sleep effect objectively, but it is also 
necessary to consider the effect of changes in the sleep 
environment on the subject. Therefore, in order to 
understand the effects on sleep corresponding to real life, in 
the experiment by Kaku et al., [4] traffic noise recorded at 
actual noise sites was presented to sleeping subjects using a 
CD boom box, and the effects on sleep were investigated 
using two methods: a hand-arm type body motion meter 
called an actigraphy and a questionnaire. The results 
confirmed that under conditions of equal LAeq presentation 
levels, railroad noise had a greater impact on sleep than road 
traffic noise. In addition, the actigraphy evaluation 
confirmed that the incidence of mid-sleep awakenings 
increased significantly for railroad noise when LAeq,1min 
exceeded 50 dB, although there was not necessarily a clear 
relationship with the questionnaire.

In this study, subjects were randomly presented with nine 
different test sounds, obtained from three types of traffic 
noise and three conditions of presentation level, and the 
effects of noise on sleep were determined by two methods: a 
questionnaire and an actigraph (wristwatch-type body 
movement meter: GT3X series, AMI). The actigraph used is 
shown in Fig. 1.  

The questionnaire was administered as early as possible 
after waking up the next morning, asking whether and to 
what extent the test sound affected sleep. No sound was 
played on the first day of the experiment in order to get used 
to wearing the actigraphy, and the CD was played from the 
second day to the tenth night of the experiment. 

The actigraph is an instrument that continuously measures 
the amount of body movement that occurs within a certain 
period of time and determines wakefulness based on a set 
sleep score algorithm. The Cole-Kripke method was used to 
determine wakefulness or sleep. These experimental 
methods have been approved by the ethical review 
committee of the University. 

Among the participants in the experiment, three working 
peoples and two students had their noise exposure increased 
by +5 dB, although the position of the CD player and the 
type of sound source were the same. A sound level meter 
(RION, NL-52) was placed at the bedside during the 
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experiment, and room background noise and presentation 
levels were measured continuously for 10 days. The sound 
level meter used is shown in Fig. 4. gggg

The test sounds used as stimuli were road traffic 
noise[RTN], conventional traffic noise[CRN], and aircraft 
noise[ACN]. The road traffic noise was a fluctuating noise 
that always sounded and was always present during sleep. 
Railroad noise includes the sound of six trains running per 
hour. Aircraft noise includes four takeoff sounds of aircrafts 
per hour. Table 1 shows a list of the types of test sounds. 

CD 
No. Type of traffic noise SPL 

(LAeq,1h) 
SPL, +5 dB 

(LAeq,1h) 
1 Road traffic noise 

(RTN) 

42.5 dB 47.5 dB 
2 35.0 dB 40.0 dB 
3 27.5 dB 32.5 dB 
4 Conventional railway 

noise (CRN) 

42.5 dB 47.5 dB 
5 35.0 dB 40.0 dB 
6 27.5 dB 32.5 dB 
7 

Aircraft noise (ACN) 
42.5 dB 47.5 dB 

8 35.0 dB 40.0 dB 
9 27.5 dB 32.5 dB 

There were 10 working peoples (1 female) with a mean 
age of 36.8 years (standard deviation: 15.2 years) and 10 
students (2 females) with a mean age of 21.4 years (standard 
deviation: 1.1 years). 

In this study, two types of web-based questionnaires were 
used in the subjective sleep assessment. One questionnaire 
was used to measure usual sleep sensation and sound sleep 
sensation. The usual sleep sensation questionnaire is shown 
in Table 2. The other questionnaire was administered as 
early as possible after waking up the next morning so that 
subjective sleep sensations would not be forgotten. The 
questionnaire for subjective sleep sensation is shown in 
Table 3. 

Q1 when do you usually enter your bed (bed or futon) 
and try to sleep (turn off the light)? 

Q2 How much do the hours of lights-out vary from day 
to day? 

Q3 What time do you usually wake up on average? 
Q4 How much does your waking time change from day 

to day? 
Q5 How much sleep do you usually get? 
Q6 How much sleep do you get from day to day? 
Q7 Do you get enough sleep? 
Q8 What is the ideal amount of sleep for you? 
Q9 Approximately how long do you usually stay in bed 

(bed or futon) before falling asleep? 
Q10 Are you a good sleeper? 
Q11 How many times per night do you wake up during 

the night (while sleeping)? (Please consider on 
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average) 
Q12 What triggers you to wake up most often? (Waking 

up in the middle of the night) 
Q13 What triggers you to wake up most often? (Waking 

up in the morning) 
Q14 How do you usually feel when you wake up in the 

morning? 
Q15 How deep do you usually sleep? 
Q16 Do you drink alcohol? 
Q17 How is the environment around your house at 

night? 
Q18 Do you hear any of the following sounds at your 

home at night? 
Q19 Do you have trouble sleeping due to sound during 

your normal sleeping hours? (Please describe 
other sounds that cause you to have trouble 
sleeping)  

Q1 What time did you get up this morning? 
Q2 What time did you go to bed last night? 
Q3 Were you able to sleep while listening to the CD? 
Q4 What time did you stop the CD? 
Q5 Did you wake up during sleep? 
Q6-1 How many times did you wake up last night? 
Q6-2 What time did you awaken from sleep? 
Q7 How were the sounds heard during the 

experiment? 
Q8 If you had trouble sleeping, what specifically was 

it that disturbed you? 
Q9 Did you drink alcohol last night? 
Q10 Did you take sleeping pills or cold medicine last 

night? 
Q11 Did you sleep better than usual last night? 
Q12 Did you sleep better last night than usual? 
Q13 Overall, was your sleep good last night? 
Q14 Do you feel more tired this morning than usual? 
Q15 How was the depth of your sleep last night 

compared to usual? 
Q16 How many dreams did you have last night? 

The actigraph is a measuring instrument that measures the 
amount of body movement that occurs within a certain 
period of time in a series, and judges mid-arousal based on 
the occurrence of events that exceed a set threshold value. 
Fig. 5 shows the method proposed by Kageyama et al. [5], 

for judging mid-onset arousal. As shown in the figure, one 
or two large body movements are not considered to be mid-
arousal, but only three or more body movements under some 
rules are considered to be mid-arousal. 

We compared the responses of working peoples and 
university students regarding their "usual sleep habits" 
(variation in waking and sleeping times, depth of sleep, etc.), 
which they were asked to answer of questionnaire shown in 
Table 2 (Mann-Whitney's U-test). The results showed that 
there are significant differences in Q1 (*p<0.017), Q2 
(*p<0.019), Q3 (**p<0.007), Q4 (*p<0.041) and Q14 
(*p<0.013). Thus, it can be said that working peoples went 
to bed and woke up earlier and lived more regularly (with 
less time fluctuation), but university students slept more 
soundly. 

Using the answers to a self-administered questionnaire 
shown in Table 3 (subjective data) and wake/sleep judgment 
based on the amount of body movement (objective data), 
night-related outcomes were compared between the two 
groups (t-test). The results showed that there are significant 
differences in Q3 (**p<0.006), Q5 (***p<0.001), Q12 
(**p<0.008), Q15 (*p<0.030) and Q16 (***p<0.001). The 
results showed that the working people group was the worse 
sleepers in Q.17. On the other hand, comparisons of 
objective data between the two groups showed there are 
significant differences in several outcomes as follows: Total 
Counts (*p<0.015), Total Minutes in Bed (**p<0.004), 
Total Sleep Time (*p<0.014) and Mean Wake Time 
(**p<0.004). Since the total counts was affected by sleep 
duration, it is possible that working peoples had a greater 
amount of movement than students. In addition, a significant 
difference was found in the mean awakening time for the 
subjective sleep evaluation item (Q5). However, although 
there was a significant difference in the mean awakening 
time between the two groups (2.8 min for working peoples 
and 2.2 min for students), considering the number of 
awakening events (15.4 times for working peoples and 16.4 
times for students), the time spent in the awake state (= 
number of awakening events x mean awakening time) for 
both working peoples and students was 11-12% of total 
sleep time (362 min and 331 min). The mean number of 
awakenings was 43.1 min and 36.1 min, corresponding to 
11-12% of the total sleep time (362 min and 331 min) for
both working peoples and students.

The association between subjective and objective sleep 
ratings per night and presentation level LAeq,1h was then 
tested separately for working peoples and students 
(Spearman's rank correlation test). The results are shown in 
Table 2, which indicates that the RTN participants were 
aware that noise exposure had an effect on their sleep state 
and arousal. None of the objective evaluation indices 
showed significant correlations with the presentation level. 

Finally, Fig. 6 shows the relationship between LAeq,1min, 
and Wake After Sleep Onset (WASO) for the working 
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peoples and students. The correlation coefficients calculated 
assuming a simple increase in WASO with respect to onset 
level were significant for RTN (r=0.888*) and ACN (r=-
0.879*) for working peoples and ACN (r=-0.934**) for 
students. clearly different from RTN (multiple comparisons 
of the difference in correlation coefficients using the 
Bonferroni method), but one should be cautious about 
negative correlations. 

L
RTN CRN ACN 

Q3 0.503** 
0.033 

0.351 
0.305 

0.264 
0.247 

Q5 0.218 
0.039 

0.295 
0.413* 

0.389* 
0.433* 

Q12 0.294 
-0.065

0.237 
0.130 

0.257 
0.228 

Q15 0.124 
-0.159

0.243 
0.151 

0.349 
0.296 

Q16 0.152 
-0.206

0.116 
-0.042

0.167 
-0.120

Note: *p<0.05, **p<0.01, where p-value indicates the significance 
probability of correlation analysis. The upper value in each column is 
correlation coefficient for working people, and the lower one is that for 
students. 

L

From the results of this experiment, 10 working peoples 
and 10 university students with different sleep habits were 
exposed to traffic noise while sleeping, and their sleep states 
were evaluated by both subjective and objective sleep 
assessments. Subjective sleep evaluations revealed that 
working peoples were more likely to have regular sleep 
habits, with less fluctuation in their sleeping and waking 
times. However, the working peoples were found to have 
poorer sleep conditions. The objective sleep evaluation 
confirmed a significant difference in the average wake time 
of working peoples, but considering the number of 

awakenings, it was determined that there was no significant 
difference in the average wake time between university 
students and working peoples, which was equivalent to 11-
12% of total sleep time (43.1 minutes for working peoples 
and 36.1 minutes for university students). 

In addition, a comparison of subjective and objective sleep 
evaluations revealed a significant correlation between 
railroad noise and aircraft noise for working peoples in the 
questionnaire item about whether they were able to fall 
asleep while listening to CDs. In addition, significant 
correlations were found between the two groups of working 
peoples and university students in the questionnaire item of 
whether they were awakened during sleep and the 
presentation level. Thus, it was clear that the subjects were 
aware of being awakened during noise exposure. No 
significant correlation was found between the objective 
sleep evaluation and the presentation level. 

Road traffic noise, railroad noise, and aircraft noise had 
different correlations with each other. Road traffic noise was 
positively correlated, railroad noise was uncorrelated, and 
aircraft noise was negatively correlated. 

Comparison of subjective and objective sleep evaluations 
between university students and working peoples revealed 
that middle-aged and young working peoples had different 
results in terms of sleep onset and depth of sleep. These 
results were judged to be reasonable because they were 
considered to be due to the decline in physiological 
functions caused by aging, rather than to the effects of the 
working-age population. 
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-In recent years, the use of IoT systems in society 
has been progressing. As an example of the Society 5.0 that 
Japan is aiming for, it has been shown that information from 
sensors in physical space will be accumulated (big data) 
through IoT, analyzed by artificial intelligence (AI), and 
feedback to physical space to provide high-value-added 
information, suggestions, and control of devices. On the 
other hand, if cyber attacks on IoT systems cause service 
outages, unauthorized operations, or other problems, it could 
have a serious impact on our daily lives and economic and 
social activities. Therefore, in this paper, we especially 
consider security in IoT actuators that exert physical action 
as feedback from cyberspace to physical space.  As a result 
of the study, we also present the Zero Trust IoT Security 
Framework, which applies the Zero Trust architecture to IoT 
actuators. 

: IoT System, IoT Actuator, Cyber Security, Zero 
Trust Architecture, CPS 

In recent years, the use of IoT systems in society has been 
progressing. Society 5.0, which Japan is aiming for, is 
defined as "a human-centered society that achieves both 
economic development and solutions to social issues 
through a system that highly integrates cyberspace and 
physical space (the real world). As an example, information 
is collected from sensors in the physical space through IoT 
(big data), analyzed by artificial intelligence (AI), and fed 
back to the physical space with high-value-added 
information, proposals, and control of devices. On the other 
hand, if cyber attacks on IoT systems cause service outages, 
unauthorized operations, or other problems, our daily lives 
and economic and social activities may be seriously affected 
[1][2]. 

In this paper, we discuss, in particular, the results of our 
consideration of security in IoT actuators that exert physical 
action as feedback from cyberspace to physical space [3] 
[4][5][6][7]. Future directions for security measures in IoT 
actuators will also be presented. 

The total number of IoT devices worldwide is expected to 
reach approximately 35 billion by 2022. In terms of sectors, 
"medical," "industrial," "consumer," and "automotive and 
aerospace" are expected to show high growth, replacing 
"telecommunications," which has been increasing [8]. 

The following features of this IoT device have a different 
impact on cybersecurity and privacy risks than traditional IT 
devices [4]. 

It interacts with the physical world and acts as an edge
between the digital and physical environments. All IoT
devices have at least one of two types of transducer
functions.

Ability to measure and provide data on the physical world  
 temperature, optical sensing, audio sensing, 

radar 

Ability to create change in the physical world 
 heating coils, speakers, electronic door locks, 

drone operations, servo motors, robot arms 

Enable device-to-device interactions (device-to-device,
device-to-human, etc.).

Application programming interface, etc. 

Functions for direct communication between IoT 
devices and humans 

 Touch screen, microphone, camera, speaker 

Ability of IoT devices to use communication networks 
 Ethernet, Wi-Fi, LTE, ZigBee, etc. 

The ability to support other IoT functions.
Examples: device management, cyber security features,
privacy features

In this paper, A) IoT devices with actuator functions as 
transducer functions will be referred to as .  
IoT actuators are capable of influencing the physical world, 
which may lead to cyber attacks that may threaten human 
safety and life, damage and destroy equipment and facilities, 
and cause major disruptions such as the shutdown of critical 
services like social infrastructure. In Smart Cities for 
Society 5.0, a large number of IoT actuators will be 
deployed and utilized, and it is important to ensure their 
security. 
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Since IoT systems are a fusion of IT and OT [4], 
cybersecurity issues related to IT are encompassed by issues 
in IoT systems. An example is shown below. 

Implement countermeasures for known 
vulnerabilities 
Consideration of countermeasures based on threat 
analysis and risk assessment 
Avoidance and detection of bugs and lack of 
functionality during implementation 
Communication security  
(FW, IPS/IDS, encryption, etc.) 
Implementing authentication and access control 
Protect and update credentials and trust anchors 
Logging and analysis 

The research on securing IT systems that has been 
conducted over the years has accumulated results and can be 
utilized in IoT systems, and thus is excluded from 
consideration in this paper, except for "authentication and 
access control," which is discussed below [4]. In cases 
where utilization is difficult due to limitations of individual 
IoT devices (e.g., computing resources), it is necessary to 
conduct a separate study. On the other hand, this paper will 
focus on the following items [4], which are listed as 
characteristics of IoT systems. 

a) The scope and impact of the threat can be very broad
and large.

b) The demand for IoT systems, especially in operation
and maintenance, is more than 10 years.

c) Monitoring and managing IoT devices can be very
difficult. There may be unmanaged IoT devices.

d) IoT devices may have difficulty being fully aware of
each other's environment

e) IoT devices have limited functionality and
performance.

f) Potential connection of IoT systems not envisioned
by the developer

These characteristics raise the following concerns: b) 
vulnerabilities discovered after the IoT device is shipped 
may affect the response to vulnerabilities; c) vulnerabilities 
may be left unpatched and un-updated; e) patching may be 
difficult due to IoT device resources; f) the IoT device may 
be vulnerable to security risks; and g) the IoT device may be 
vulnerable to security risks. e), there may be situations 
where it is difficult to apply patches to IoT devices due to 
resource constraints. With regard to the provision of these 
patches and updates, the following points have been raised 
from an economic point of view [9]. 

Currently, device vendors and manufacturers have 
little financial incentive to ensure continuous 
upgrading of patches for IoT 
Maintenance of IoT devices can reduce revenues 
because company revenues come from device sales, 
not maintenance 
Vendors are not legally responsible for the ongoing 
maintenance of the device after the initial sale 

(Japan's Ministry of Land, Infrastructure, Transport 
and Tourism ensures safety through its vehicle 
inspection system [10].) 
Vendors tend to pursue planned obsolescence of 
devices to maximize profits through continued sales 
rather than maintaining existing devices 
Bankruptcy or dissolution of the company or 
organization that managed the IoT device 

The risks associated with these conditions, characteristics, 
and point out need to be considered for IoT systems, 
including IoT actuators. 

IoT systems are diverse, and it has been noted that even 
when the IoT devices used and system configurations are 
similar, the security measures required differ depending on 
the purpose and application of the IoT system [11]. Prior 
research on security countermeasures for output to physical 
space has focused on threats to loudspeakers, which are 
considered one of the IoT actuators. In that research, as a 
countermeasure against analog signal threats to sensors, the 
Cyber-Physical Firewall (CPFW) framework, which detects 
and regulates the analog signal output of the CPS using a 
mechanism similar to a firewall, has been proposed [12]. It 
has been shown that CPFW is effective as a countermeasure 
against threats posed by sound signals by controlling output 
access to the digital signal output of the controller with 
CPFW, and outputting only secure digital signal output from 
the output interface after digital-to-analog conversion. For 
sound signals, the report also cites the wide variety of 
threats presented among analog signals and formulates 
access control policies for known attacks as a case study 
evaluation. 

On the other hand, the report states that, unlike 
loudspeakers, the case of motors and other devices that 
cause changes in the environment due to motion is 
considered a future issue, and furthermore, secondary effects 
resulting from actuators require a mechanical engineering 
approach. 

With reference to the above, it is considered effective for 
security measures in IoT actuators to introduce policy-based 
access control mechanisms in the course of signal 
transmission between the controller and the output interface. 
If the policy formulation is to be specific to individual 
threats, consideration should be given to increasing the 
number of policies and ensuring real-time performance. 

In addition, the relationship between the information 
(ATTRIBUTE) that can be extracted from the analog signal 
and the threat signal is considered to differ depending on the 
type of actuator signal other than the sound signal, and this 
relationship needs to be clarified. 

Furthermore, even if access control of output interfaces 
could regulate threat signals, there is concern that secondary 
effects could lead to more serious situations, so it is also 
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necessary to ensure consistency with high-level policies in 
terms of service continuity for IoT systems. 

Today's IT systems operate in complex network 
environments, including integration with cloud services and 
the use of terminals in mobile environments for remote work. 
Such complexity makes it difficult to define a single 
boundary between the inside and outside of an organization, 
leading to the compromise of conventional perimeter 
defense security measures. Therefore, a new concept known 
as "Zero Trust" is currently attracting attention, and a 
cybersecurity architecture called "Zero Trust Architecture" 
based on it [7] 

Zero Trust focuses on the protection of resources and is 
based on the premise that trust is never implicitly granted, 
but must be continually assessed. This is because it assumes 
that attackers exist inside the perimeter and are just as 
untrustworthy as those outside. It is also assumed that 
resources are not limited to data, but include computational 
resources and IoT actuators. And to reduce cyber attacks by 
attackers that are difficult to eliminate completely, the focus 
is on authentication, authorization, and reduction of implicit 
trust zones to maintain availability and minimize the time 
delay of authentication mechanisms. Access control rules 
are supposed to be as granular as possible in order to enforce 
the minimum privileges necessary to execute a request. A 
conceptual diagram of zero-trust access is shown in Figure 1.

 

When a subject accesses a resource, it will go through a 
PDP (Policy Decision Point) and a corresponding PEP 
(Policy Enforcement Point). However, no additional policies 
can be applied beyond the PDP/PEP. Therefore, the implicit 
trust zone should be as small as possible. The basic tenets of 
Zero Trust are as follows. 

1. Consider all data sources and computing services as
resources

2. Protects all communications regardless of network
location

3. Access to resources is granted on a per session basis
4. Access to resources is determined by a dynamic policy

that includes client ID, application service, state of the
requesting asset, and other behavioral and
environmental attributes

5. Monitor and measure the integrity and security
behavior of all assets

6. Dynamic authentication and authorization of all
resources, strictly enforced before access is granted

7. Gather as much information as possible about the
current state of assets, network infrastructure, and
communications and use it to improve security posture

Behavioral attributes, shown in 4. above, include analysis 
of the accessing subject and deviations from observed usage 
patterns. Environmental attributes include the timing of 
access and detection of currently active attacks. Since these 
attributes are affected by changes in time, history, and 
circumstances, access is determined by dynamically 
applying a policy, a set of access rules that take them into 
account. 

Figure 2 is a conceptual framework model showing the 
logical components that comprise a zero-trust architecture 
and the basic relationships among their interactions. 

In the above figure, the PDP is decomposed into two 
logical components: the PE (policy engine) and the PA 
(policy administrator). 

PE (Policy Engine)
The final decision to grant access to a subject's resources

is made by the Trust Algorithm (TA). Use external sources 
(CDM System, Threat Intelligence, etc.) and policies as 
input to the Trust Algorithm to control access to resources. 

In the United States, NIST is developing the Policy 
Machine [13] as a reference implementation of NGAC 
(Next Generation Access Control) [14], a standard for 
ABAC (attribute-based access control) based on 
relationships among data elements, with the goal of 
supporting a wide variety of access control policies [15]. 

PA (Policy Administrator)
The PA works closely with the PE and relies on the PE to

decide whether to allow or deny access; the PA causes the 
PEP to establish or block communication paths between 
entities and resources based on the PE's decision. 

PEP (Policy Enforcement Point)
The PEP works with the PA and receives policy updates

from the PA. It then applies the received policy to establish, 
block, and monitor the communication path between the 
subject and the resource. 

TA (Trust Algorithm)
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The thought process in determining access permissions in 
PE is considered TA. This thought process is grouped into 
the following categories. 

A) Access request
B) Subject database and history
C) Asset database
D) Resource policy requirements
E) Threat intelligence and logging

In addition, TA implementation methods are distinguished 
by two main features. 

1. Criteria-based (binary)/score-based (weighted)
2. Unitary (individual request) / Contextual (history

consideration)

Contextual score-based TA is thought to provide dynamic 
and fine-grained access control. 

In an IoT system, IoT actuators provide various added 
values by cooperating with IoT services on the cloud. In this 
case, the application running on the IoT actuator controls the 
actuator in the physical space in response to requests from 
the IoT service. Note that the IoT actuator may have another 
transducer function, the sensing function. A schematic of an 
IoT actuator and IoT system is shown in Figure 3. 

 

One of the most common types of actuators in the physical 
space is the motor. A motor is a device that uses electric 
power to generate physical rotational motion. This rotational 
motion can be used to drive a pump in a river disaster 
prevention system or a water supply system for paddy fields, 
or to rotate the propeller of a drone or the wheels of an 
automatic delivery robot. Figure 4 shows an example of the 
device configuration of the IoT actuator with motor 
envisioned in this paper [16]. 

As shown in the figure above, an IoT device corresponds 
to a controller. A motor unit consisting of a motor driver and 
a motor corresponds to an actuator. As a security measure 
for IoT actuators, it is considered effective to introduce a 
policy-based access control mechanism during the signal 
transmission between the controller and the output interface. 
Therefore, we will consider implementing a function 
equivalent to CPFW in IoT devices. 

Malware that attacks IoT actuators is assumed to infect 
applications (software) running on IoT devices and launch 
cyberattacks against actuators. However, as pointed out in 
Section 3, it is not always possible to update the vulnerable 
programs as soon as possible. However, as pointed out in 
Section 3, there are cases where the provision of programs 
and patches for updates are delayed or not provided. 
Furthermore, in recent years, zero-day attacks, in which 
software vulnerabilities are discovered and exploited before 
patches or workarounds are released, have become a serious 
problem [17]. 

Therefore, in order to prevent malware-infected 
applications from controlling unauthorized actuators, a 
function equivalent to CPFW is considered based on the 
zero-trust concept. First, PDP and PEP in in the zero-trust 
architecture, PDP is placed on the cloud side and PEP is 
placed on the IoT actuator side. This PEP will act as a 
CPFW to prevent unauthorized control. In addition, the PDP 
can work with IoT services to obtain behavioral and 
environmental attributes of the subject application. This 
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allows the PEP to work with the PDP to provide 
instrumental access control based on dynamic policies. A 
schematic of the application of Zero Trust Architecture in an 
IoT actuator is shown in Figure 6. 

However, there is concern that PEPs added to IoT 
actuators will become a new target for malware attacks: 
even if PDPs are protected by cloud-side security measures, 
without proper access controls being enforced by PEPs, 
attacks on the actuators could be carried out and damage to 
the physical space. 

Therefore, we focus on TEE (Trusted Execution 
Environment) [18], which is a hardware security feature of 
SoC (System on Chip), a kind of semiconductor chip that is 
being adopted in IoT devices such as IoT actuators.  

TEE is an isolated execution environment independent of 
apps and OSs, and the Secure World in the isolated 
execution environment is not affected by the Normal World 
in which apps and OSs are executed. Therefore, PEP can be 
placed inside Secure World to protect it from malware and 
other attacks. Examples of hardware that provide TEE 
include Arm TrustZone [19], RISC-V Keystone [20], Intel 
SGX [21][22], etc. A schematic of PEP protection by Secure 
World is shown in Figure 8. 

The above configuration makes it possible to prevent 
unauthorized control of actuators by applications in which 
the PEP is infected with malware. It is also possible to 
prevent the PEP itself from being infected with malware. 
However, there is a risk of a denial of service attack (DoS 
attack) in which a malware-completed app interferes with 
the coordination between the PEP and PDP. In addition, 
there is a risk that IoT actuators will not provide the services 
they are supposed to fulfill because normal apps will not 
control the actuators as they should. 

Figure 9 shows an example of a DoS attack on an IoT 
actuator. Since IoT actuators are expected to be used in 
applications where the availability of object motion is 
important, countermeasures against such DoS attacks are 
necessary. 

Accordingly, Self PDP, which is a subset of PDP, is 
introduced to the IoT actuator in preparation for the situation 
where the PDP on the cloud side and the PEP in the IoT 
actuator cannot be linked. However, since the input to the 
PE of Self PDP is limited to within the IoT actuator, the 
process by the TA is limited. On the other hand, the 
communication resources required for the linkage between 
PEP and Self PDP are no longer necessary, and real-time 
performance and availability are expected to be improved. 

In addition, in order to mitigate secondary damage to IoT 
actuators caused by normal applications not controlling the 

International Workshop on Informatics ( IWIN 2022 )

195



actuators as they should, applications with Failsafe 
functionality will be introduced to IoT actuators. For 
example, provide a function to control the actuator to stop 
safely while it is running, such as by gradually decreasing 
the motor speed. In addition, as an application of the 
Failsafe function, it is also possible to realize EOL (End of 
Life) for IoT devices. The management of EOL by the 
Failsafe function is an advantage in preventing unmanaged 
IoT devices from being abused by DDoS attack bots, etc., 
which are related to the characteristics b) and c) of the IoT 
system described in Section 3. In addition, as a 
countermeasure against malware attacks, Self PDP and 
Failsafe AP must be placed in the Secure World in the same 
manner as PEP. 

As a result of the final consideration, the relationship 
between the components that apply the Zero Trust 
architecture to IoT actuators is shown in Figure 10 as the 
“Zero Trust IoT Security Framework”. 

This paper discussed, in particular, the results of a study of 
security in IoT actuators that exert physical action as 
feedback from cyberspace to physical space. The paper also 
presents the direction of future security measures in IoT 
actuators. Then, he proposed the "Zero Trust IoT Security 
Framework," which applies the Zero Trust architecture to 
IoT actuators. In the future, we plan to work on the detailed 
design of the "Zero Trust IoT Security Framework", 
implement it, and verify its effectiveness. 
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Abstract—In this paper, we propose an evaluation platform 
based on a building automation and control system (BACS) 
using a building automation control network (BACnet) 
protocol. A BACnet connects electrical equipment with a 
monitoring center to manage and control multiple electrical 
devices in a building centrally. Although a BACnet has 
recently been widely deployed as a consensus solution, some 
security concerns have been identified for implementation 
expanded to the IP base protocol, that is, BACnet/IP. For 
example, unauthorized remote access to control systems for 
electrical equipment and denial of service attacks may lead to 
serious accidents, particularly in large buildings. Therefore, 
security threats are typically detected by monitoring traffic on 
BACnet/IP without complicated functions on the network 
endpoints. However, investigating the detection mechanisms 
in real building systems is relatively difficult. Therefore, we 
propose an emulated evaluation platform for personal 
computer (PC) systems. In this study, we clarify the 
requirements of a BACS, including the latest trends in the use 
of the platform in buildings, and describe an implementation 
of the proposed platform by PC clustering, which supports up 
to 100,000 endpoints. Diagram of the configuration of the 
evaluation platform was designed. Emulators were 
distributed at each level of the hierarchy to unify the platform. 
The monitoring center reads the status of all locations in one-
minute cycles to analyze the network traffic at the maximum 
load. Finally, we show that the proposed platform can verify 
the performance with the maximum network load without 
using a real building environment. 

Keywords: BACnet, Building automation and control system 
(BACS), Cyber physical system, Cyber physical security 

In recent years, communication protocols for building
management systems have become more open. particularly a 
communication protocol called the building automation and 
control system (BACS), which became an ISO standard in 
2003 as an international data communication protocol, has 
been applied to the automatic control of equipment in 
buildings. It has been applied to the automatic control of 
facilities in buildings. It is connected to various facilities, 
such as air conditioning, electric power, lighting, crime 
prevention, and disaster prevention, contributing to a 
comfortable environment for users. Additionally, as it can 
automatically and centrally manage equipment from different 
vendors, it contributes to improved convenience and safety. 

As the demand for solar power generation and other electric 
power facilities increases to achieve higher energy efficiency 
in the future, the number of DC power feeders adopted is 
expected to rise, and equipment related to these facilities will 
also be controlled via a building automation control network 
(BACnet) [1]. However, when a BACnet is designed, it is 
always recommended that BACnet devices be installed in a 
separate segmented network. With the recent rise in the 
Internet of things (IoT), building automation system (BAS) 
networks are now connected to the Internet for management 
coordination [2]. Interconnectivity between networks 
facilitates attacks between networks. When DC power supply 
equipment, which often handles high voltages, is attacked in 
such cases, it is suggested that arcing may occur in the 
switchgear, leading to a fire accident, and the damage if such 
an incident occurs in a large building is immeasurable. 
However, currently, there is little awareness of the threat 
posed by external attacks on DC power feeders. Moreover, 
BACnet is used in small- and medium-sized buildings, 
commercial facilities, airport systems, and large buildings to 
perform control and management tasks in a single package, 
thereby enabling long-term operations. As previously 
mentioned, it is necessary to evaluate the impact of an attack. 
However, if the evaluation is conducted in an actual 
environment using the electrical facilities of a large-scale 
building, it is necessary to install electrical facilities that are 
adapted to the assumed building environment, which can be 
costly [3]. 
Thus far, the authors have focused their research only on the 

physical impact of external unauthorized attacks via a 
BACnet [4]. In this study, the previous evaluation platform 
was modified from AC to DC, and the temperature 
characteristics of the switchgear under a DC power supply 
were verified. Based on the results, we design and emulate 
the logical configuration of a large-scale building with 
100,000 monitored points to respond to identified threats. The 
emulated building is distributed at each level of the hierarchy 
to unify the platform, and the network traffic under the 
maximum load environment is investigated and analyzed. 

A BACnet is a communication standard for building
networks that became an ISO standard in 1995, similar to 
ANSI ASHRAE Standard 135-1995. The BACnet Operator 
Workstation (B-OWS), a central monitoring device, 
interconnects building facilities through a common interface 
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called the BACnet device to monitor and control the building 
[5]. 

Fig.1 BAS configuration 

A BACnet/IP is a technology in which the upper protocols 
of the BACnet standard are implemented on an IP network, 
as shown in Fig.1. This implies that various BACnet-enabled 
devices are connected to the Ethernet, which is commonly 
used in all facilities. By using existing networks, 
interoperability between systems and the cost of configuring 
network infrastructure can be reduced. The Category 5 
cabling that a BACnet/IP uses for communications is 
available in virtually all areas of the building. All of these 
factors reduce costs in terms of initial deployment and 
ongoing maintenance and management of the BAS network. 
However, it is necessary to understand the problems 

associated with a BACnet/IP. One particularly critical issue 
is security: a BACnet/IP is a standardized, interoperable 
network and is therefore not suitable for use on unprotected 
networks. Therefore, the defense of building management 
system networks with BACnet/IP in IP networks is critical. 

A BACnet represents the target data as objects, which is an 
abstract concept, and models the facilities connected to the 
network as a collection of objects, which are classified into 
basic input/output, device characteristics, notification 
functions, life and safety, complex functions, file information 
exchange, and others. BACnet objects are classified into 
basic input/output, device characteristics, notification 
function, life and life safety, complex functions, file 
information exchange, and others. The ASHRE 135-2012 
BACnet standard specifies 54 types of BACnet objects. Each 
object defines several attribute values, called properties, to 
further define the characteristics of that object in detail [6][7]. 
Table 1 shows the typical objects in the BAS handled in this 
study: analog input and analog output are used to monitor 
analog value information, such as room temperature and set 
temperature (the former for monitoring, and the latter for 
control). Multi-state input and output are used to control and 
monitor multiple states, such as the operating mode and 
airflow rate. 

An accumulator is used to monitor the total amount of 
electricity. These objects have a present-value property, and 
changes in that value allow the device to physically control 
and monitor its state. As these objects have a physical effect 
on the real environment when abnormal values are assigned 
to them, it is necessary to be aware that an unauthorized attack 
can pose a serious threat. 

Table.1 Typical BACnet Objects 
Object Property 
Analog Input Present Value 
Analog Output Present Value 
Binary Input Present Value 
Binary Output Present Value 
Multi-state Input Present Value 
Multi-state Output Present Value 
Accumulator Present Value 

Access to objects owned by BACnet devices is provided by 
service requests. Various services are implemented, and the 
main ones used are those for creating and deleting objects 
(created object, deleted object), reading and writing 
properties individually, and multiple properties at once (read 
property, write property), and receiving and sending change 
notifications (change of value). There are equally services for 
receiving and sending change notifications (change in value), 
etc. [8]. 
The number of devices and objects increases as the number 

of buildings increases. When monitoring the status of 
controllers at regular intervals, the amount of data to be read 
increases, and the monitoring equipment may become 
overloaded. 

Many electrical devices in building facilities operate using
direct current (DC) power. However, current power 
distribution facilities transmit power in AC, which must be 
converted to DC when an electrical equipment is in operation, 
resulting in energy loss. Eliminating the need to convert DC 
to AC reduces energy loss. As an IT equipment that requires 
a continuous power supply becomes more established, the 
amount of power consumed increases, and power 
consumption needs to be reduced [9]. To solve these issues, 
energy savings by DC power supply are being promoted. In 
line with this trend, an increasing number of energy-related 
equipment, such as photovoltaic power generation equipment, 
is being incorporated as a part of construction facilities. 
Consequently, the amount of photovoltaic power generation 
installed has increased remarkably over the past 9 years. Fig.2 
shows the cumulative power generation from renewable 
energy sources in Japan (excluding large-scale hydropower) 
[10]. The installed capacity of solar power generation has 
increased by approximately eightfold to 74.7 million kW over 
9 years from FY2013 to FY2021. This indicates that the 
demand for the DC power feed is high and is expected to 
increase further in the future. 
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Fig.2 Cumulative power generation from renewable energy 
facilities 

Fig.3 shows the fire process for a hypothetical DC feed [11]. 

Fig.3 Fire process for DC feed 

Although DC power supply has many advantages and is in 
high demand, it also has disadvantages. Generally, arcing 
occurs when power is interrupted in both DC and AC; 
however, in the case of AC, arcing stops spontaneously 
because there is a point when the voltage reaches zero. 
However, with direct current, the voltage is constant; as long 
as power continues to be supplied, arcing will not stop 
spontaneously. The arc generates heat, which can cause 
welding between the contacts and possibly cause a fire. 
Furthermore, in the case of photovoltaic power generation, 
the system is characterized by the fact that it continues to 
generate power as long as it is exposed to sunlight. Therefore, 
once an arc is generated in a photovoltaic power generation 
system, it will not disappear spontaneously but will continue 
to generate power, and there is a risk of damage escalation. 
This also implies that the system will continue to generate 
power in the event of a fire, which is dangerous from the 
perspective of firefighter protection. 

This is an example of a BACnet use in solar power 
generation. Currently, the DC electricity generated by solar 
panels is converted to AC by a power conditioner before 
usage. However, as the shift to DC progresses in the future, 

the electricity generated by solar panels will be used as direct 
current, and the electrical equipment at the end of the line will 
be controlled via BACnet. 

In many existing buildings, electrical equipment is operated
by AC power transmission, and the evaluation platform 
created last year was designed to evaluate the temperature rise 
characteristics by operating the electrical equipment with an 
AC power supply. However, as mentioned above, it is 
expected that DC will be used to supply power to electrical 
equipment in the future instead of inefficient AC. To 
accommodate this, the evaluation platform of the previous 
year should be improved. 
The BACnet controller is implemented using a 

programmable logic controller and synchronized with the 
switchgear, which is operated by sending high-frequency 
on/off signals to the switchgear at regular intervals via 
BACnet communication from the B-OWS. In this case, the 
short-circuit and temperature rise characteristics owing to the 
welding of the contact points when an arc discharge occurs in 
the switchgear operated by the DC power supply are 
evaluated. 

Fig.4 shows the configuration of the BACnet demonstration 
unit designed and modified in this study. The areas shown in 
red were changed to support the DC power supply. Figs.5 and 
6 show the transformer, rectifier, and resistors. 

The existing system was designed to measure high-
frequency cutoff temperature characteristics at low AC 
voltages, and it was modified for testing at 280 V DC. The 
following areas were focused on when improving the existing 
demonstrator: 

a. Selecting electromagnetic switches and breakers
compatible with high voltages and replacing them with 
existing parts. 

b. Modifying the electromagnetic switchgear by installing
a transformer to allow the electromagnetic switchgear to draw 
approximately 280 V.  

c. Installing a rectifier and replacing the existing parts with
new ones. 

d. Providing a rectifier to allow the electromagnetic switch
to draw DC power. 

e. Installing breakers on the primary and secondary sides
to prevent overcurrent, leakage currents, etc. because large 
currents are expected to flow. 

f. Two exhaust fans are used to exhaust the generated heat.
Because the heat generation is expected to be large, the fans 
have been modified to become more powerful. 

g. Large resistors are installed to handle high voltages.
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Fig.4 Configuration of BACnet evaluation machine 

Fig. 5 Power transfer 

Fig.6 Rectifier 

This experiment assumes a scenario in which an electrical 
facility is under attack from the outside via a BACnet during 
the night when the administrator is asleep, which is turned on 
and off repeatedly at a high speed from the BACnet device 
for a long period to evaluate the appearance of the switchgear 
and the characteristics of the temperature rise near the 
switchgear. Temperatures were measured at five locations: 
outside air temperature, at the switch connector, left side of 
the switch, right side of the switch, and temperature inside the 
panel. 

Fig.7 shows the locations of the temperature sensors and 
the location inside the panel. 

Fig.7 Temperature sensor position of evaluation machine 

Fig.8 shows the switchgear issues due to arc discharge. 

Fig. 8 Arc discharge 

Fig.9 shows the experimental results at a 6-h/on/off interval 
of 1 s. 
Regarding the temperature rise characteristics, the connector 

part of the switchgear exhibited a steeper temperature rise 
than the other parts, and the maximum temperature was also 
the highest. 
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Fig. 9 Temperature characteristics of switchgear 

BACnet evaluation equipment was designed and improved 
to support the DC power supply. The improved equipment 
was then operated to verify the temperature characteristics of 
the switchgear. In this experiment, the switchgear did not 
reach temperatures that could cause ignition; however, arcs 
caused by switching the switchgear on and off were 
confirmed. Therefore, although it is unlikely to be a direct 
cause of ignition, the degradation of the switchgear owing to 
arcing poses a certain threat during long-term operations. 

The certainty of the attack was demonstrated in the previous 
section, as the threat of the actual physical impact was 
extracted from the heat rise caused by the continuous 
operation of the switchgear owing to the DC power feed. 
Such an attack on each BACnet device in a large building 
would cause rapid traffic in the network between them. This 
significantly degrades the network performance and disrupts 
the actual environment. 
Therefore, we propose and construct an environment to 

emulate a large-scale building with 100,000 monitoring 
points of electrical devices, or properties of objects possessed 
by BACnet devices, in this evaluation environment building, 
and generate burst traffic by reading all monitoring points in 
a 1-min cycle to evaluate the impact of the attack. Propose 
and construct. 

The configuration of a large building with 100,000 
monitored points, proposed to generate the maximum load, is 
shown in Fig.10. 

Fig.10 Proposed model of 100,000 monitored points 

The model was created considering a building with 43 floors, 
as shown in Fig.10, with 50 rooms per floor and five 
controllers per room. Each controller was assigned an 
element to monitor the equipment in the building, and the 
number of elements varied depending on the role of the 
controller. Fig.11 shows the specific role of each object of the 
controller. 

Fig.11 Attributes of each monitored object 

Each of the five controllers was assigned 12 objects for air 
conditioning, 4 for power, 4 for lighting, 6 for fire prevention, 
and 3 for security, each of which is used to monitor and 
control the facilities. The number of monitored objects per 
floor was multiplied by the number of objects in each 
controller, multiplied by the number of floors. 

The emulation structure of the BACnet-style traffic-
generation model is shown in Fig.12.
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Fig. 12 Network configuration 

It is difficult for a single PC to emulate 43 levels of controllers 
because of performance limitations. Therefore, as shown in 
Fig.12, each client computer emulated 15 controller levels 
and clustered them. To approximate the real environment, 
each controller is assigned a virtual NIC with an IP address 
(192.168.1.11-105) and a MAC address. They received 
control monitoring from the B-OWS via a switch. 
Additionally, a PC for traffic collection was installed to check 
the current status. 

To make it as close as possible to a real environment, it is 
necessary to assign a network interface card (NIC) to each 
BACnet device and allocate IP and MAC addresses to them. 
Therefore, this platform uses L2-VPN software called 
SoftEther VPN to generate and apply virtual NICs. 
The role of the SoftEther VPN is to realize a VPN between 

locations to create a virtual private network [12]. As shown 
in Fig.12, a virtual HUB is created on a server computer with 
a SoftEther VPN installed, and it accepts VPN connections 
with client computers that have BACnet devices. NICs can be 
created, and the computer that creates the virtual NICs can 
establish VPN connections to the virtual HUBs created on the 
VPN server. Totally, 105 virtual NICs were assigned to client 
computers with 105 BACnet devices, each with a different IP 
and MAC address. Additionally, SoftEther VPN has a feature 
called a local bridge, which allows a bridge connection to be 
established between the virtual HUB of the VPN server and 
an existing physical Ethernet segment. Using this feature, it 
is possible to bridge B-OWS and the VPN server, and 
exchange packets with the virtual HUB to which the clients’ 
PCs are connected, thus achieving network connectivity on 
the same segment. 

The BACnet testing tool monitor (TTM), which is 
commercially available, was used to emulate B-OWS for 
building monitoring. Instead of the actual B-OWS, various 
BACnet services, such as ReadProperty and WriteProperty, 
are sent to the controller to monitor the building status. Fig.13 
shows the BACnet TTM operation screen. 

13 BACnet emulator 

The Internet Explorer-like tree makes visual operations easy. 
Moreover, the tool’s largest function is the "panel," as shown 
in Fig.14. All BACnet device properties registered in the 
panel can issue ReadProperty at the intervals set by the panel. 
That is, it is possible to read the monitoring points of the 
BACnet device at a certain cycle. 

Fig.14 Operation panel 

In this environment, this function is used to read in a virtual 
large-scale building with 100,000 monitored points. On the 
controller side, an emulator tool called ICONT Simulator is 
used to create a controller for each level of the hierarchy and 
execute various BACnet services. 

This section describes the operational verification of the 
large-scale building emulation environment constructed 
based on the description in the previous section. This 
generates a pseudo traffic burst. The traffic between the B-
OWS and client PC is then captured, and the communication 
effect is investigated. Fig.15 shows the panel loading screen. 
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Fig.15 Panel loading 

Due to the restriction that only 50 properties can be opened 
per panel, it is necessary to open as many panels as the total 
number of monitored points divided by 50. Furthermore, if 
all monitored points are opened simultaneously, the 
software will stop working due to its specifications, so all 50 
panels must be opened at 120 s intervals. 

Fig.16 shows the traffic transition when the model shown in 
Fig. 10 is continuously loaded in 60 s cycles. 

Fig.16 Read all monitored points 

In this study, we improved the BACnet evaluation system
we developed in the previous paper. As a result of assuming 
that the high frequency of on/off signals is an unauthorized 
attack, we found that physical abnormalities occur in the 
switchgear in the DC power supply. We then proposed a 
maximum logical configuration that emulates a large-scale 
building and proposed an environment in which the amount 
of network traffic can be verified by reading it at regular 
cycles. In the future, we plan to develop a tool that can easily 
change the configuration of the maximum environment to 
enable flexible evaluation of network traffic according to the 
building environment.  

Part of this work was supported by the Cabinet Office 
(CAO), Cross-ministerial Strategic Innovation Promotion 
Program (SIP), “Cyber-Physical Security for an IoT Society” 
(funding agency: NEDO). The authors sincerely thank the 
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– Due to the increase in the number of IoT devices 
connected to the internet, 920 MHz frequency bands for 
wireless communication systems are attracting attention for 
various IoT applications, e.g., environmental monitoring, 
smart metering, process monitoring & control. With wireless 
communication systems on 920 MHz having the features of 
long distance, low rate and low power consumption, a huge 
number of IoT devices distributed in wide area can be 
connected to communication networks. When distributing the 
same data to IoT devices such as firmware distribution during 
operation, improving the efficiency of distribution method 
becomes an issue. We propose a new firmware distribution 
method with erasure coding for IoT devices. Our computer 
simulation result shows that proposed method improves the 
efficiency of distribution by 1.7 times compared with 
conventional method and achieves higher spectrum 
efficiency. 

: IoT, Firmware Distribution, Erasure Code 

In addition to smart phone, laptop and tablet connecting to 
the internet, IoT devices such as sensors are getting connect 
to the internet. Due to the increase in the number of IoT 
devices connected to the internet, 920 MHz frequency bands 
for wireless communication systems are attracting attention 
for various IoT applications, e.g., environmental monitoring 
application for location, temperature, humidity and water 
lever, smart metering application, process monitoring & 
control application. Wireless communication systems on 920 
MHz (Sub-1 GHz) have the features of long distance, low rate 
(several 10 kbps – 100 kbps) and low power consumption for 
conventional standards, e.g., IEEE 802.15.4g, LoRa WAN, 
SigFox, but the higher data rate up to several Mbps is also 
considered for applications such as infrastructure monitoring, 
surveillance camera in IEEE 802.11ah / Wi-Fi HaLow. For 
long life IoT devices, the firmware update for a large number 
of IoT devices is also considered as new IoT application. 
Since 920 MHz has the features of long distance from several 
100 m to several km, a large number of IoT devices are 
deployed in the area. Thus, firmware distribution for IoT 
devices using 920 MHz with narrow band is a challenge. Thus, 
efficient firmware distribution method for a large number of 
IoT devices should be considered. In this paper, we focus on 
920MHz for IoT applications and propose the new firmware 
distribution method using erasure coding to achieve higher 
efficiency for limited radio frequency. 

The rest of this paper is organized as follows. Section II 
presents related work. Section III describes the proposed 
firmware distribution with erasure coding. Section IV shows 

the simulation architecture and results for various conditions. 
Finally, we conclude our paper in Section V. 

There are existing researches for wireless communications 
using 920 MHz and firmware distribution. Since 920 MHz is 
narrow bands compared to 2.4 GHz and 5 GHz for ISM band, 
special regulation for “10 % transmission duty cycle” and 
“longer backoff mechanisms” are applied in Japan. 

Throughput performance has been demonstrated in [1] and 
[2], which focus on the PHY and MAC protocol enhancement 
for higher-throughput, protocol efficiency and delay via 
simulation and measurement result using prototypes. For 
example, D. Hotta et al. introduce the performance of multi-
hop routing construction using Wi-SUN FAN (Field Area 
Network) prototypes based on IEEE 802.15.4g FSK PHY [3]. 

Japanese standard ARIB STA-T108 (20 mW, unlicensed) 
defines the use of IEEE 802.15.4g system from 920.5 – 
928.1MHz (7.6 MHz bandwidth), but the ARIB STA-T107 
(250 mW, passive system) and the ARIB STD-T108 (250mW, 
licensed/registered) also define operation from 920.5 – 923.5 
MHz (3.0 MH). Therefore, 923.5 – 928.1 MHz (4.6 MHz 
bandwidth) is the only reasonable frequency band for IEEE 
802.15.4g applications in the unlicensed spectrum. IEEE 
802.15.4g is regulated to operate over 200 kHz bandwidth 
channel in the Sub-1 GHz band. Even low duty cycle 
constraint applied in the Sub-1 GHz band, e.g., Japanese and 
European standard allow up to 10% transmission duty cycle 
[4] - [7] for the number of IoT Devices increased with various
standards. Therefore, ensuring higher efficiency for spectrum
use in the Sub-1 GHz is clearly important.

Firmware distribution to IoT devices requires sending the 
same firmware data to a large number of IoT devices via 
wireless communication. Firmware distribution using unicast 
is inefficient because the same firmware data is sent to each 
device individually. Therefore, it is considered more efficient 
to distribute to a large number of IoT devices using broadcast. 
However, it is difficult to deliver all firmware data to all IoT 
devices in a single communication because wireless 
communication suffers from packet errors due to low 
received signal power and/or interference from other wireless 
systems. As shown in Figure 1, packet errors occur randomly 
in IoT devices, requiring large number of packets to be 
retransmitted. Therefore, even when broadcasts are used for 
firmware distribution, there are issues with distribution 
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efficiency. In this paper, we propose a method to reduce the 
number of transmitted packets in firmware distribution by 
using erasure coding. 

In this paper, RC QC-LDPC (Rate Compatible Quasi-
Cyclic-LDPC)[8] is used as Erasure Code for firmware 
distribution. As shown in Figure 2, RC QC-LDPC generates 
redundant packets by erasure coding information packets that 
divide the data to be transmitted into packets of a certain data 
length. The data length of information packets and redundant 
packets are the same. The number of information packets, K, 
is a multiple of 36, and the number of redundant packets, M, 
is equal to K or twice as large. RC QC-LDPC can attempt to 
decode the transmitted data if the total number of received 
information packets and redundant packets is K or more. 
Even if some of the received information packets are missing, 
the transmitted data can be recovered using the redundant 
packets. Figure 3 shows the relationship between 
“redundancy rate” and decoding success rate. Here, the 
“redundancy rate” is defined as the sum of the number of 
information packets Krx and the number of redundant packets 
Mrx at decoding and the original number of information 
packets K, using the following formula. 

   (1) 

Figure 3 shows that RC QC-LDPC does not ensure 
successful decoding even when the redundancy is greater 
than 1. The higher the number of information packets K, the 
higher the decoding success rate for the redundancy rate. 
However, the larger the number of information packets K, 
the more memory and CPU resources are required for the 
decoding process. 

In the proposed firmware distribution method, as shown in 
Figure 4, the transmitter first erasure codes the firmware data 
(K information packets in the figure) to generate M 
redundancy packets (  in the figure). Then, the Transmitter 
sends up to a total of K information packets and redundant 
packets (  in the figure). After K packets have been sent, 
depending on the number of packet errors in the IoT device, 
additional information packets and redundant packets are sent 
until the IoT device can decode the firmware data (  in the 
figure). Here, the additional packets to be sent are those not 
sent in  in the figure. The IoT device uses the received K or 
more packets to decode and recover the firmware data (  in 
the figure). As described in section 3.2, RC QC-LDPC may 
fail in decoding. If decoding fails, additional packets are sent 
from the transmitter and the IoT device performs the 
decoding process again. 

To implement the proposed method, IoT devices need to 
inform the transmitter which packets are missing. In the 
proposed scheme, IoT devices notify the transmitter of a 
NACK (Negative Acknowledgement) packet and an ACK  

33
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(Acknowledgement) packet in the sequence shown in Figure 
5. The NACK packet is used to notify which packets are
missing; the ACK packet is used to notify that decoding was
successful. The packet formats of NACK and ACK packets
are shown in Figure 6. UDP is used to send NACK and ACK
packets, and Figure 6 shows only the UDP payload. The
NACK packet contains a packet type indicating whether it is
NACK or ACK and a bitmap indicating packet loss. The
length of the bitmap is the sum of the number of information
packets K and the number of redundant packets M. The ACK
packet contains only the packet type.

We evaluate the proposed method using computer 
simulation. Table 1 shows simulation parameters. In the 
computer simulation, IEEE 802.15.4g [9], which is used in 
IoT devices in the 920 MHz band, was used as the wireless 
communication method and evaluated in an environment 
where IoT devices are connected in a star network from a 
transmitter. The firmware data is divided into 248 Bytes each 
and broadcast to the IoT device as the payload of  UDP 
packets. RC QC-LDPC was used as erasure code, and the 
number of information packets K and redundancy packets M 
were set to 36 - 540. In the computer simulation, the 
conventional firmware distribution without erasure code also 
broadcasts the firmware data to the IoT devices by dividing it 
into 248 Bytes each, as in the proposed method. Then, after 
the K-packet transmission is finished, the IoT devices send 
NACK or ACK to the transmitter to notify whether it needs 
to retransmit data. This is to ensure that the opportunities to 
send NACK and ACK packets are the same for the 
conventional and proposed methods. In the conventional 
method, the number of redundancy packets M is 0 because 
erasure coding is not performed for the firmware data.  

First, the relationship between the number of information 
packets K and effective throughput is shown in Figure 7, 
which shows the simulation results when firmware is 
distributed to 20 IoT devices and PER is 10%. Since a PER 
of 10% or less is often set for wireless communication 
systems to take operations into account [9], the simulations in 
this paper are based on an evaluation at a PER of 10%. 
According to the figure, the throughput of the proposed 
method is higher than that of the conventional method, 
regardless of the value of K. As the value of K increases, the 
effective throughput of the proposed method increases. As 
mentioned in section 3.2, this is because the larger K is, the 
higher decoding success rate at the same redundancy rate. 
However, since the memory and decoding processing load 
increases as K increases, the subsequent simulation 
evaluation will be performed for the case where the number 
of information packets K is 180, where the effective 
throughput increase rate by the proposed method is relatively 
high. 

Next, Figure 8 shows the simulation result on the 
relationship between PER and effective throughput when 
firmware is distributed to 20 IoT devices with the number of 
information packets K set to 180. The figure shows that if the 
PER is 1% or higher, the effective throughput is higher with 
the proposed method than with the conventional method. 
However, the effective  

  

 

throughput at a PER of 0% with no packet errors is 
approximately 40 kbps for the conventional method, but 33
kbps for the proposed method, which is lower than the 
conventional method. As mentioned in Section 3.2, this is 
because RC QC-LDPC codes may not succeed in decoding 
even if a total of K or more information packets and 
redundancy packets are received. Additional packets need to 
be sent from the transmitter to the IoT devices. Since packet 
errors occur in wireless communication systems, the 
proposed method can be applied to improve the effective 
throughput in an environment with a PER < 10%, where 
wireless communication systems are normally operated. 
Finally, the relationship between the number of IoT devices 

and effective throughput is shown in Figure 9, which shows 
simulation results when the number of information packets K 
is 180 and PER is 10%. The figure shows that the effective 
throughput of the proposed method is higher than that of the 
conventional method when firmware distribution is 
performed to two or more IoT devices. In the case of a single 
IoT device, the effective throughput is lower than the 
conventional method due to the significant impact of the 
possibility of unsuccessful decoding even if the number of 
received packets is K or more. For 20 IoT devices, it is 1.60 
times the effective throughput of the conventional method; 
for 50 devices, it is 1.73 times; and for 100 devices, it is 1.76 
times. However, as the number of IoT devices increases, the 
effective throughput decreases: 29.7 kbps for 20 IoT devices, 
24.8 kbps for 50 devices, and 19.8 kbps for 100 devices. This 
is likely due to an increase in NACK packets. 

The transmission duty cycle of the transmitter in the 
simulation of Figure 9 is shown in Figure 10. As mentioned 

International Workshop on Informatics ( IWIN 2022 )

209



in Chapter 2, Japanese and European standard allow up to 
10% transmission duty cycle. Figure 10 shows that regardless 
of the number of IoT devices, the transmission duty cycle of 
the transmitter exceeds 10% for both the proposed and 
conventional methods. The transmission duty cycle of the 
proposed method is lower than that of the conventional 
method, and it tends to be lower when the number of IoT 
devices is larger. Therefore, in Japan and Europe, when the 
transmission duty cycle is 10% or less, the difference between 
the effective throughput of the proposed method and the 
conventional method is expected to widen. 

We proposed the new firmware distribution method using 
erasure coding to achieve higher efficiency for limited radio 
frequency. The performance of the proposed method was 
evaluated by computer simulation and compared to the 
effective throughput of conventional firmware distribution 
methods. By applying the proposed method to firmware 
distribution, the effective throughput was found to be 1.60 
times higher than that with the conventional method when 
there are 20 IoT devices receiving firmware data, 1.73 times 
higher when there are 50 devices, and 1.76 times higher when 
there are 100 devices. In this paper, we evaluated the 
performance of the proposed method in a single-hop wireless 
network.  Our future work is to investigate the application of 
the proposed method to multi-hop wireless networks. 

  
Firmware distribution parameters Value 

The number of IoT devices 1 - 100 
Erasure code Rate-Compatible QC-LDPC 
K, the number of information packets 36, 72, 108, 144, 180, 360, 

540 
M, the number of redundant packets Conventional method: 0 

Proposed method: same as K 
Firmware distribution packet length 248 Byte 
Firmware distribution ACK packet 1 Byte  
Firmware distribution NACK packet 1+(K+M)/8 Byte 
6LowPAN and UDP header 53 Byte 
PHY/MAC IEEE 802.15.4g 
MAC parameters Value 
macMinBE 5 
macMaxBE 8 
LIFS 1000 us 
aUnitBackoffPeriod 1130 us 
phyCcaDuration 130 us 
aTurnaroundTime 1000 us 
tack 1000 us 
MAC header size 11 Byte 
FCS 2 Byte 
ACK frame size 9 Byte 
PHY parameters Value 
Data rate 100 kbps 
Modulation 2-FSK
Modulation index 1.0 
Frequency 923.7 MHz 
Channel spacing 400 kHz 
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