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A Study on Presentation of Viewers’ Interests based on POV Analysis 

in Mobile 360-degree Internet Live Broadcasting 

Masaya Takada* and Yoshia Saito* 

*Graduate School of Software and Information Science, Iwate Prefectural University, Japan

g236q002@s.iwate-pu.ac.jp, y-saito@iwate-pu.ac.jp 

Abstract - 360-degree Internet live broadcasting is a live 

broadcast using an omnidirectional camera. With the advent 

of various inexpensive omnidirectional cameras, this service 

is now available to general users. In addition, with the 

development of the Internet infrastructure, users are able to 

conduct the 360-degree Internet live broadcasting outdoors. 

This service can now be used as a mobile service. The 

features of this service have the ability to provide a greater 

amount of information than those of conventional 

broadcasting and a greater degree of freedom in viewing 

direction (POV: Point Of View). On the other hand, the 360-

degree Internet live broadcasting services do not have the 

ability for the broadcaster to know the viewers' POV. The 

role of gaze information in remote communication is very 

important, as it shows the focus of the conversation and the 

object of interest. In other words, if the broadcaster cannot 

be aware of the viewers' POV, it is not possible to respond 

appropriately to the viewer's comments. For this problem, 

we have analyzed the POV and created an algorithm to 

detect viewers’ interests. The algorithm used characteristics 

about the viewer's viewing behavior. It could detect 

significant POV changes which represent viewers’ interests 

with 89.76% accuracy. In this paper, we show an 

experimental result to evaluate the effect of presenting the 

algorithm outputs to the broadcaster.  

Keywords: 360-degree Internet live broadcasting, Viewers’ 

POV. 

1 INTRODUCTION 

Interest in Internet live broadcasting services is increasing 

year by year, and many users enjoy real-time 

communication through live broadcasting services. Since 

Internet live broadcasting allows the broadcaster and 

viewers to enjoy real-time communication, it is also used as 

a communication tool. YouTube and some Internet live 

broadcasting services, such as Facebook, support for 

omnidirectional cameras. This service is called 360-degree 

Internet live broadcasting, and it is a groundbreaking service 

that provides more information about around of the 

broadcaster than that of the conventional broadcasting. For 

example, the broadcaster who goes sightseeing can provide 

the entire space of tourist spot using the 360-degree internet 

live broadcasting. However, unlike conventional 

broadcasting, the 360-degree Internet live broadcasting uses 

an omnidirectional camera. It is difficult for the broadcaster 

to intuitively grasp the viewer's viewing range (POV: Point 

Of View). It is necessary to present the viewers' POV to the 

broadcaster for smooth communication. This is because 

previous researches about remote communication have 

shown that the communicator's gaze indicated the target of 

interest or center of the topic [1][2]. The lack of information 

may lead to discrepancies in communication. The current 

services only support comments, when the viewers 

communicate with the broadcaster. The broadcaster has to 

respond based on the text information. Therefore, we 

address this issue by using the viewers' POV to facilitate 

communication by adding the ability to analyze and present 

it to the broadcaster. 

The contributions of this paper are summarized as 
follows: 

⚫ We developed an algorithm to detect viewers’ interests

based on the characteristics of viewers’ POV.

⚫ We clarified the effects of the proposed algorithm

when the analyzed results of the viewers' POV are

presented to the broadcaster.

The rest of this paper is organized as follows. Section 2 

describes the use cases and the advantage of our proposal. 

Section 3 describes the related work and discuss the 

necessity of this study. Section 4 describes the hypotheses 

about the viewer's viewing behavior and their testing. 

Section 5 describes an overview of the algorithm and its 

preliminary experiment. Chapter 6 describes improvements 

of the algorithm. Section 7 describes the effects of 

presenting the results of the POV analysis to the broadcaster. 

And we describe the results of the additional 

implementation and evaluation experiments. Section 8 

describes a discussion and Section 9 summarizes this study. 

2 USE CASE 

The use case which we envision for this research is that a 

single broadcaster delivers the situation of walking through 

a tourist spot. The broadcaster will visit a tourist spot and 

report about the spot to the viewers. The viewers can also 

request a report to the broadcaster using comments and they 

will be able to post their impressions of the broadcasting. 

The equipment used for the broadcast shall be a laptop 

computer and an omnidirectional camera. The broadcaster 

must carry a backpack with a camera mounter. Figure 1 

shows the broadcaster who carry a backpack. The 360-

degree video is centered around the upper part of the 

broadcaster's back. In 360-degree Internet broadcasting, the 

broadcaster will have access to more different means of 

communication than that of conventional broadcasting. For 

example, he/she can ask to direct attention to the object, or 
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ask viewers to look for something from their surroundings. 

The broadcaster's motivation to use it is to make the walk in 

the tourist spot better. The idea is that the broadcaster can 

gain a virtual companion from the viewers, even if the 

broadcaster is traveling alone. In addition, the viewers' 

motivation to use it is to experience the virtual tourism 

without time and space constraints. The 360-degree Internet 

live broadcast provides a highly immersive experience as it 

allows the viewers to watch the full-sky image in any 

direction. The viewers can get a real sense of the sights as if 

they were there. Furthermore, the viewers can enjoy the 

tourist spot without knowledge about that place by taking 

advantage of the broadcaster’s tour because the broadcaster 

may have some kind of objective for the tour and act like a 

tour guide. On the other hand, the problem of the 

broadcaster's inability to grasp the viewers' POV is 

synonymous with inability to grasp the companion’s gaze. It 

may prevent smooth communication between the 

broadcaster and the viewers. 

3 RELATED WORK 

There have been many studies on the role of non-verbal 

information in communication. In particular, gaze 

information has been shown to play an important role in 

communicating mutual intentions. The GAZE Groupware is 

a study of gaze information in communication [1]. In this 

study, the non-verbal information of the remote 

communication in a teleconference system is analyzed. He 

verified whether natural communication can be performed 

by conducting a meeting with nonverbal information in a 

virtual conference room. In addition, he discovered a 

problem that it is difficult to present gaze information 

because the space in which the conference participants 

reside is different in the remote meeting systems. He 

concludes that it is possible to analyze who talks about what 

by talking about the gaze directions of the communicatees.  

Another study on mutual gaze in remote communication 

using videoconferencing systems [2] has revealed some 

interesting findings. The authors argue that the eye contact 

information of the communicatee is an important factor in 

the outcome of collaborative work with remote 

communication. Furthermore, the study also examined the 

method of presenting gaze information and concluded that 

the presentation of images including the eyes of the 

communicatee requires a certain size of images. In 360-

degree Internet live broadcasting, the POV is the 

information that indicates the viewing direction and viewing 

range of the viewers, and it plays the same role as the gaze 

in remote communication. 

On the analysis of viewers' POV in 360-degree video, a 

study of Yen-Chen Lin et al. examined on the correction of 

viewing direction in 360-degree video [3]. In this study, they 

examined a method of correcting the viewer's direction to 

the direction of the main story of a 360-degree video. They 

have implemented and evaluated two patterns of corrections: 

an automatic correction function and a correction with 

annotations. The results showed that there were multiple 

purposes and patterns in the viewer's viewing behavior and 

emphasize the need to analyze the viewer's viewing 

direction to provide a higher quality viewing experience.  

YouTube provides a heat map analysis function for posted 

360-degree videos, and the results of the analysis of the

entire 360-degree videos are also available [4]. An analysis

of the viewer's POV during viewing revealed the

characteristics of watching a 360-degree video. The viewer's

POV was directed most toward the 90-degree horizontal

range centered on the front of the video, where 75% of the

playback time was spent. It was also shown that only 20%

of the users watched the full 360-degree range, even for the

most popular videos.

4 HYPOTHESIS TESTING 

Based on the results of the related work, we have built 

three hypotheses concerning the characteristics about the 

viewers' POV in a 360-degree Internet live broadcasting. 

The first hypothesis is that "The viewers’ POV is 

concentrated on the direction of the broadcaster’s way in 

mobile environment". In the case of on-demand 360-degree 

videos, the object matter is displayed in the frontal direction 

because the video contributor will take or edit the video so 

that the viewers can fully enjoy the object matter of the 

video without change of POV. However, the 360-degree 

Internet live broadcasting is in real time and cannot be 

edited. Therefore, it is not possible to set an explicit frontal 

direction to the video, and the viewers may understand that 

the direction of the broadcaster’s way can be the frontal 

direction. The second hypothesis is that "If the viewers’ 

POV directs at other direction except the direction of the 

broadcaster’s way, the viewing behaviors have meanings 

and there are some interesting objects for the viewers in the 

direction". In a 360-degree Internet live broadcasting, 

viewers can change the POV according to their own 

interests. As shown in related work[4], viewers are most 

likely to watch in the frontal direction, and when they watch 

in directions other than the frontal direction, their interests 

and concerns are likely to be directed in that direction. The 

third hypothesis is that "The viewers’ POV returns to the 

direction of the broadcaster’s way after the viewers’ 

interests are satisfied". If the viewer's interest is satisfied or 

the target of interest is no longer visible to the other 

direction, they no longer need to view to the other direction 

and return their viewing to the frontal direction. 

Figure 1: Equipment of the broadcaster. 
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Summarizing the above hypothesis, in a 360-degree Internet 

live broadcasting, the viewer's POV is directed in the 

direction where the broadcaster is going. It changes from the 

frontal direction to the other direction when a target of 

interest is found. Thereafter, when the interest is satisfied or 

the target is no longer visible, the viewer's POV is expected 

to return to the direction where the broadcaster is going. 

We conducted a broadcasting experiment to test these 

hypotheses. The purpose of the experiment is to test the 

three hypothesis and collect the data needed to create an 

analysis algorithm. Six collaborators participated in the 

experiment, and three collaborators each played the role of a 

viewer, and the experiment was conducted twice. The role 

of the broadcaster was played by a same member of the 

research team. The location of the broadcast is Takamatsu 

Pond in Morioka City, Iwate Prefecture, which is famous as 

a place where swans fly and a famous place for cherry 

blossoms. We made a 30-minute broadcast while moving 

around the pond, once for right and once for left. We explain 

to the collaborators that the purpose is to test the operation 

of a 360-degree Internet live broadcast. The POV was stored 

in the POV server every 100 milliseconds, and the 

hypothesis was tested by analyzing the POV log after the 

broadcast. 

Since the POV logs could store 18,000 data per person in a 

30-minute broadcast, 1,080,000 data were collected in two

broadcasts. The analysis showed that the time when the

POV was directed to a 90-degree range centered on the

direction of the broadcaster's path was 75.89% in the first

experiment and 80.33% in the second experiment.  Since the

results of the analysis were close to those of the YouTube

report, and we decided to proceed with the data analysis

based on the collected data. From this point, we followed

the YouTube report [4] and called a 90-degree area centered

on the broadcaster's direction of walk as the front range.

And the ranges other than the front range will be called the

other range. Figure 2 shows the equirectangular video and

the front range. In addition, we confirmed that Hypothesis 2

was valid because we found several cases in which the

target of the viewer's interest was the same as the POV when

the POV leave from the front range. We confirmed that the

return of the POV to the front range an average of 11.41

seconds after the POV leaves from the front range.  This

confirms that Hypothesis 3 is also valid. The algorithm

acquires the direction of the broadcaster's way as horizontal

coordinates from 0 to 360. Then, based on the latest POV

data for 10 cases, the algorithm decides which of the four

states corresponds to which one of them is applicable, using

a conditional expression. However, since the POV data is

acquired every 100 milliseconds, immediate state transitions

would lead to many false positives. For this reason, we

adopt the stacking method for state transitions and do not

transition until 10 different states are input. Also, the

number of inputs is reset for each of the states that have

been entered when the state transition occurs. The algorithm

is able to deter the false detection of users viewing near the

front range boundary. Due to the nature of the

omnidirectional camera, it is not clear how the camera will

be installed and fixed, so it is expected that the direction of

the broadcaster's way will be different for each broadcast. In

order to implement the algorithm, you need to acquire and 

compensate the direction of the broadcaster's way using 

acceleration sensors. 

5 ALGORITHM 

By testing three hypotheses, we found that viewers 

changed their POV according to their own interests when 

the POV was directed to the other range. Therefore, we 

developed an algorithm to detect POV viewing within other 

ranges. We determined the classification of the viewer's 

state and the buffer size to be used in the detection algorithm 

based on the data used to test the hypothesis. The viewer's 

state is classified into the following four categories. The 

state in which the viewer is viewing the front range is called 

the "normal viewing".  The state in which the POV changes 

from the front range to other range is called "start of other 

range viewing". The state in which the viewer is 

continuously viewing the other range is called "other range 

viewing". The state that returns to the front range is "end of 

other range viewing". The buffer size for the analysis was 

set to 10 data of POV. We compared the detection accuracy 

and immediate response, it was determined that this buffer 

size was the most appropriate for. Normal viewing is the 

state which the viewer's POV changes only within the front 

range, and we are expected to remain in this state for the 

longest period of time during the broadcast. The algorithm 

detects and analyzes the POV in the state of other range 

viewing by triggering the start of other range viewing and 

end of other range viewing. Figure 3 shows a flowchart of 

the algorithm we created. Figure 4 shows the variables and 

conditional expressions used in the flowchart. 

We verified the algorithm using the collected data if it 

correctly detected the POV of other range viewing. As a 

result, algorithm detected the other range viewing 73 times 

of at the first broadcast, and detected 95 times at the second 

broadcast, for a total of 168 times. We compared each 

results of detection with the recorded video to see what was 

being viewed. There were 149 cases (88.69%) in which the 

target object was obvious, and there were 19 cases (11.30%) 

in which the target object was unclear. Detection results that 

were unclear on the target object were mainly operation 

checks and a search of the area. This confirms that the POV 

pointed the other range was manipulated to view something. 

We divided 149 data into two groups in terms of whether 

they can be used for communication, such as whether the 

objects can be used as topics for broadcasting. There were 

Figure 2: The equirectangular video and the front range. 
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76 (51.00%) cases that were judged to be useful for 

communication by the broadcaster and 73 (48.99%) cases 

that were judged to be difficult to use. There was no 

significant difference between the two classifications in 

terms of whether they can be used for communication.  

Those that can be used for communication are called 

Group A. Those that are difficult to use for communication 

are called Group B. Those that objects could not be 

identified are called Group C. Group A's viewing objects 

were a small shrine built on the bank of a pond and a duck 

landing on the water that had flown in. Group B's viewing 

objects were cars and flocks of birds parked around the 

perimeter of the pond. The data for Group C was a 

confirmation of operations and a search of the area 

immediately after the start of the broadcast. After analyzing 

the data for each group, we found that average time of other 

range viewing of A, B and C were 9.76, 12.09 and 15.36 

seconds respectively. The standard deviations of A, B and C 

were 7.89, 23.37 and 23.27. However, each of B and C had 

one data item which duration of other range viewing was 

more than 100 seconds and they might contain extreme 

outliers. When these outliers were removed, we found that 

time of other range viewing of A, B and C were 9.76, 9.73 

and 10.44 seconds, respectively. The standard deviations of 

A, B and C were 7.89, 12.13 and 10.54. From additional 

interviews, we found that the viewers interrupted and left 

the POV operation to enter comments. 

6 IMPROVEMENTS 

The algorithm detected the POV of the viewers directed to 

other ranges. The significant data detected by the algorithm 

were 149 of 168 (88.69%) Data. However, the number of 

data classified as useful for communication was only 

51.00% (76/149). In Group B, there were many detections 

that had already noticed by the broadcaster because the 

viewers were viewing near the boundary of the range. 

Therefore, it is necessary to re-examine the boundaries of 

the front range setting in this study. The POV is information 

that indicates in which direction the center of the viewing 

image is pointed. Therefore, when the object of viewing is at 

the edge of the screen, the POV is directed to the other range 

but viewers may view front range. In the 360-degree 

Internet live broadcasting system, the camera angle of view 

in three.js is set at 35 degrees. To completely hide the front 

range, it is necessary to point the POV at a range of ±62.5 

degrees or more. We decided to redefine the boundaries of 

the algorithm to ±60 degrees to analyze the data again. 

As a result, new algorithm detected other range viewing 

127 times, and we found that Group A and Group B were 

114(89.76%). New algorithm detected Group C 13(10.23%). 

Among the 114 data items, data classified as A and B were 

70(61.40%) and 44(38.59%). By improving the algorithm, 

we were able to prevent false positives and improve the 

percentage of group A by about 10%. By extending the front 

range, 41 viewings near the boundary of the front range 

were excluded from the detection of other range viewing. 35 

data that were excluded from the detection were classified as 

Group B or Group C. We were able to exclude from the 

detection those that were close to the boundary line, which 

were less topical, such as people looking at the pond, people 

passing by, and trees growing beside the sidewalk. On the 

other hand, 6 data classified in group A were excluded from 

the detection. Excluded from the detection were the pond 

management office building, a swan boat covered with a 

blue sheet, a passerby with a camera, and a duck landing. 

The reason for these being out of detection is that the 

broadcaster was standing still and could watch without 

having to move the POV significantly. Therefore, POV was 

included in the extended front range. The algorithm may be 

difficult to detect other range viewing when the broadcaster 

is at a standing still. 

7 EVALUATION 

To present the results of the algorithm's analysis, we 

implemented an additional POV indication function. We 

superimpose different colored circles on the equirectangular 

video of the broadcaster's user interface in order to show the 

viewers’ other range viewing. The colors are different for 

each user, and the center of the circle shows the POV. 

Figure 5 shows the superimposed display of the POV. The 

diameter of the circle matches the horizontal 25 degrees of 

the video. The viewers are viewing a 75-degree horizontal 

Figure 4: The variables and conditional of flowchart. 

Figure 3: Flowchart of the algorithm 
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angle of view through the viewer's user interface, but it is 

impossible to view the entire 75-degree range of the video. 

The display used in this experiment is 21.5 inches with a 

resolution of 1920 x 1080. It is full HD quality, and the 

video displayed on the viewer client is 14.28 cm x 10.71 cm. 

It is said that the field of view where a human being can 

process information accurately without moving his or her 

eyes and head is 5 degrees or less in the horizontal direction. 

If the distance between the viewer's eyes and the display is 

60cm, the range is 5.24 cm or less in the horizontal direction. 

The viewer can watch only about one-third of the video in 

the horizontal direction. Therefore, the indication of the 

POV is based on a range of 25 degrees in the horizontal 

direction, which is one-third of the camera angle of view. 

We have decided to present them. This criterion is used as a 

test for this evaluation. 

An experiment was conducted to present the results of 

viewers’ POV analysis to the broadcaster using an improved 

algorithm. The broadcast experiment was conducted twice. 

The broadcast route, broadcast time and equipment were the 

same as in the hypothesis test. In this experiment, there were 

eight experiment participants, because the role of the 

broadcaster was also played by the experiment participants. 

The broadcaster was informed of the broadcast procedure 

and that the viewers’ POV would be displayed on a laptop 

computer. They were also instructed to stop at the edge of 

the sidewalk when checking display of the POV. No 

instructions or physical restrictions are placed on the content 

of the broadcast. We only told the viewers that we would be 

conducting a 360-degree Internet live broadcasting test. The 

expected effects of the experiment are the improvement of 

understandability of the viewers’ broadcasting needs and 

events which could not be noticed by the conventional 

broadcasting system. This is because the algorithm only 

extracts the necessary POV, which reduces the number of 

POVs that the broadcaster needs to check and makes it 

easier for the viewer's interest to be identified. After the 

experiment, we extracted data of other range viewing from 

the POV log  and presented the broadcaster together with 

the recorded video for interview. For each of the other range 

of viewing, we asked whether they noticed the POV 

indication, whether they grasp the object from the POV 

indication, whether the object could be used as a topic, and 

the reason why it was topical. Additional questions were 

asked in an open-ended format if we had interested in the 

answers. 

From the experimental results, the detecting other range 

viewing by the improved algorithm were Group A and 

Group B were 35 and 48. Table 1 shows the results of the 

interviews with the broadcasters after the experiment if there 

were the topicality and the reasons for the responses. In 

some cases of other range viewing, the viewers watched 

same objects at the same time. In the case of presence of 

topicality, it was the pond or birds whose state was 

frequently changed by the flight of wild birds and the 

movement of carp.   For example, it shows a main attraction 

of the pond such as a rowing swan boat covered with blue 

sheets. In the case of absence of topicality, objects whose 

state was not frequently changed, such as street trees and 

buildings, or objects which do not particularly catch your 

eye, such as passersby, were mentioned. We thought the 

broadcaster have to stop once to check the POV indication 

and might not notice the POV indication because he/she 

cannot watch the screen of the laptop during the walking. 

However, from the interviews, we found that the 

broadcasters frequently stopped to check their comments 

and were able to notice the POV indication. The number of 

times they noticed the POV indication was 62.86% (22/35) 

for the first broadcast and 54.35% (25/46) for the second 

broadcast. 

8 DISCUSSION 

The reasons for the presence or absence of topicality can 

be divided into three categories. The first reason is that 

changes in the condition of the object or the state of the 

object are topical.  The broadcaster can keep talking about 

changeable objects such as wild birds and frozen ponds. The 

second reason is that it enables the broadcaster to confirm 

the interest of the viewers, which was not confirmed by the 

comments.  The only means of communication from the 

viewer to the broadcaster is performed through text-based 

comments, and the broadcaster cannot understand interest of 

the viewers unless the viewers send comments about their 

interest on their own initiative. In the experiment, the 

broadcaster noticed that the viewers were interested in boats 

that were not mentioned in the comments, and could use 

them as topics of conversation. We also found that viewers may 

be interested in the same subject matter. The third reason is that 

the broadcaster can confirm viewers’ interests about what 

the broadcaster said. In the experiment, although the 

broadcaster made frequent calls to viewers, the response 

comments was not that great. However, the broadcaster 

could confirm the viewers' interests of an object which the 

broadcaster talked about by checking the POV indication 

directed at the object of the topic. 

Figure 5: Superimposed POV indication Table 1: The percentage results of the topical and notice. 
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From these results, by presenting the POV of other range 

viewing, the broadcaster can not only adapt the topic to the 

viewers' interests, but also get the response to the 

broadcaster’s statement from the POV indication. 

Furthermore, three criteria potentially can be used to analyze 

the topicality of the POV. In half of the cases, we found that 

the broadcaster could not be aware of the displays of 

superimposing the POV on the broadcaster's user interface. 

It is necessary to consider a method of presenting the POV 

so that the broadcaster can check the POV indication even 

while walking. As a concrete method, we can use senses 

other than vision, such as sound and vibration. It is also 

necessary to consider a method for automatic identification 

of topicality because some POV are presented without 

topicality. 

9 CONCLUSION 

In this study, we investigated and improved a POV 

analysis algorithm that uses the viewers’ viewing behavioral 

characteristics in a 360-degree Internet live broadcasting. 

Behavioral characteristics were validated and we 

implemented an algorithm that uses viewers’ behavioral 

characteristics. We conducted initial evaluation of the 

algorithm was conducted, and we could detect the 

significant POV changes. Further improvement of the 

algorithm was investigated to increase the percentage of 

beneficial data which can be utilized for broadcasting, we 

found that significant POV with 89.76% accuracy. As a 

result of the experiment for the impact of presenting the 

analysis results, we found that POV indication made it easy 

for the broadcaster to understand interests of the viewers. In 

addition, we found that the inclusion of non-topical other 

range of viewing in the POV indication will not have a 

significant negative impact on communication and 

broadcasting. 
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Abstract - Recently, public cameras of which the main 

purpose is crime prevention are installed at various places. 

The videos shot by public cameras are also useful for people 

other than the staff and can be helpful for various purposes. 

We call this concept, i.e., general people can check the 

videos shot by public cameras, the Next-Generation Public 

Camera Systems (NGPCS). In NGPCS, general people (the 

viewers) can get the information of the people shot by the 

cameras. This information includes the privacy information 

about the locations or the situations of the shot people and 

thus has a large possibility to cause public concerns. 

However, conventional public camera systems are managed 

by reliable security companies, and thus do not protect 

privacies of the shot people in many cases. In this paper, 

therefore, we propose a privacy-oriented video distribution 

platform for NGPCS. Our proposed privacy-oriented video 

distribution platform for NGPCS is required faster human 

detection, flexible policy description, and faster video 

processing. To realize them on the platform, we propose 

three technologies. In this paper, to check the effectiveness 

of our approach, we designed and implemented our 

proposed platform. Also, we measured and compared the 

video processing time under the technology with that under 

a conventional technology. 

Keywords: Cloud Computing; Edge Computing 

1. Introduction
Recently, public cameras of which the main purpose is

crime prevention are installed at various places. Security 

companies manage them, and the staffs check the videos 

shot by them. The videos shot by public cameras are also 

useful for people other than the staff and can be helpful for 

various purposes such as the safety checks of children or 

finding pets ran away. We call this concept, i.e., general 

people can check the videos shot by public cameras, the 

Next-Generation Public Camera Systems (NGPCS). In 

NGPCS, general people (the viewers) can get information 

about the locations or the situations of the people shot by the 

cameras. Here, we assume live videos so that they can get 

real-time information. This information includes the privacy 

information about the locations or the situations of the shot 

people and thus have a large possibility to cause public 

concerns. For example, a thief checks the situation in a 

house by an NGPCS and finds a good timing for breaking 

into the house. In another example, a man finds the location 

of his friend and exposures the friend's activity. Therefore, 

NGPCS requires privacy protections for using it safer. 

Since it is difficult to identify the owner of the object to 

be shot, frameworks for properly designing and 

implementing a privacy protection mechanism has not yet 

been established, and it is impossible to realize a public 

camera system that protects privacy. Many web sites show 

images of public cameras, but they do not protect privacy 

and are open to the public, Therefor, these web sites can 

cause public problems. Conventional public camera systems 

are managed by reliable security companies and, thus, do 

not protect the shot people's privacy in many cases. Even the 

case that the privacy protection is considered, only a 

signboard notifies the camera shot areas and the pedestrians 

should avoid the area not to be shot by the camera.  

Hence, in this paper, we propose a privacy-oriented video 

distribution platform for NGPCS. In the proposed platform, 

a video processing server detects objects in the recorded 

videos. The server adds some video effects to protect the 

privacy of the shot objects based on the privacy protection 

rules. The privacy protection rules are written by the shot 

objects, and if there are no rules for the shot objects, the 

server uses the safest default rules. The rules are written in 

the form of If-Then rules. The novelties of this research are 

the concept of NGPCS and the focus on the privacy issue on 

NGPCS. The contributions of this research are: 1) the design 

of the privacy-oriented video distribution platform 2) a 

practical development of the platform 3) the performance 

evaluation of our developed privacy-oriented video 

distribution platform. One of the simple processes of our 

proposed platform is “finding person and then hide the 

person’s face,” and this seems to be a kind of 

straightforward approach. However, this is just one case and 

this research contains some novelties and contributions as 

written above. 

In Section 2, we introduce related work. In Section 3, we 

explain our proposed platform and evaluate it in Section 4. 

Finally, we conclude the paper in Section 5. 

2. Related Work
In [1,2], we have proposed the concept of the different

world broadcasting, in which various video effects give the 

feeling that the broadcasters are in another world. In [3], we 

have proposed a trust-oriented video distribution system, 

which considers the trust between the broadcasters and the 

viewers. In these researches, each camera is managed 

separately by the broadcasters. On the other hand, in the 

NGPCS proposed in this paper, each camera is often 

managed by a security company and can construct the 

platform systematically considering the processing loads. 
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There are many kinds of research on reducing the 

processing time of Cascade recognition ([4]). In [5], a 

method to distribute the computational for with the process 

to extract objects from video shot by public cameras to 

multiple computers is posed. In the proposed method, the 

contents of the video processes are fixed. However, they 

change depending on the object to be shot. This research 

differs in that the images are processed based on the privacy 

protection policies to be shot. 

 In [6], an image process description method was 

proposed to visually recognize various image processing for 

images taken with public cameras. By using this method, it 

is possible to describe the processing method flexibly for 

each object to be shot. However, we use the rule style 

description in the NGPCS because it is difficult to parse the 

description in the method. 

Some researches focus on the privacy issue for the 

surveillance camera systems and propose systems to hide 

personal information such as faces [7-9]. Different from 

these researches, we focus on the privacy issue on NGPCS. 

Moreover, we design, develop, and evaluate the our 

proposed platform in this paper. 

 In [10], the authors proposed a method to determine the 

locations to install public camera considering the covered 

area for their shoot. Even in the NGPCS, the wider the 

shooting area is, the more various applications can be used, 

but the research target is different from this in the point that 

we focus on the privacies of the shot objects.  

Focusing on the distributed fault-tolerant processing 

method, Yang et al. proposed a distributed image retrieval 

method [11]. They combine cloud storage technology, data 

encryption, and data acquisition technology to enable 

efficient integration and management of public cameras. 

However, similar to the previous research, they do not 

consider privacies of the shot objects. 

  

3. Privacy-oriented Video Distribution 

Platform 

3.1 Assumed System 
Our assumed system is shown in Figure 1. The public 

camera server (PCS) can communicate with the next-

generation public camera server (NGPCS) via the internet 

and can send and receive video data shot by the public 

camera and privacy protection policy files. The privacy 

protection policy files inscribe the privacy protection policy 

of the owner of the object to be shot. We assume that the 

owners log in to the NGPCS in advance and write it. If 

he/she does not write it, the platform executes the video 

processes to hide the shot objects, which is considered to be 

the safest. Also, in this research, we utilize the concept of 

edge computing in that the platform exploits the computers 

on the edge of the network, which is attracting attention in 

recent years. By using this concept, ECSs (edge camera 

servers) cooperate to transmit and receive video data and 

identify the same object to be shot.  

 

3.2 Requirements for the Privacy-oriented 

Video Distribution Platform 
There are 3 main challenges for realizing the privacy-

oriented video distribution platform. 

- Faster human detection: longer processing time for 

detecting humans shot by the cameras causes a longer delay 

in checking the videos. 

- Flexible policy description: we can use various approaches 

to protect privacies such as hiding the human faces by 

virtual masks, blurring the human bodies, and so on. The 

preferable approaches depend on the viewers and shot 

humans. Therefore, it is required for our proposed platform 

to be able to describe the policies flexibly and find the 

policy to be applied faster. 

- Faster video processing: our proposed platform adds some 

video effects to the shot videos to protect the privacies. 

Longer processing time for this causes a longer delay in 

checking the videos. 

 

3.3 Faster Human Detection 
In our proposed platform, the objects to be shot is 

identified to add some video effects based on the privacy 

protection policy of the owners of the shot objects. If the 

NGPCS executes the processes of identifying the object and 

the execution of adding video effects, the processing load 

will be concentrated on the NGPCS, resulting in long 

processing time and a long delay for watching the video. 

Therefore, in this research, we propose a technology called 

edge camera server cooperation utilizing the concept of 

edge computing that executes the processes at the edge of 

the network, which has attracted attention in recent years.  

In the edge camera server cooperation technique, the ECS 

cooperate to execute video processes with the cloud servers 

and the local computers to reduce the processing loads. For 

example, after the kindergarten child is shot from the front 

by the ECS 1. An image of the back style is also shot by the 

same server. Even if the ECS 2 shoots only the back of a 

 
 

Figure 1: Assumed system 

 
Figure 2: The architecture of our proposed privacy-

oriented video distribution platform 
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kindergarten child in a store, the kindergarten child can be 

identified by comparing the image with the back image shot 

by the ECS 1. 

3.4 Flexible Policy Description 
In our proposed platform, the privacy protection policy of 

the owner of the shot objects is described in the privacy 

protection policy. The privacy protection policy files 

inscribe a video processing method such as hiding the object 

to be shot by a rectangle, applying a mosaic, or adding an 

annotation according to the features of the viewer 

(occupation, age, sex, etc.). For example, as shown in the 

left-upper side in Figure 2. If the viewer is the person to be 

shot, other people are covered with a rectangle, and if it is a 

staff member, the face is hidden by the customer number. 

When a complicated process related to the privacy 

protection policy is described by a program, there is a 

problem that the description becomes complicated and 

difficult. Therefore, in this research, we propose a technique 

called the rule-based privacy protection policy description. 

In the rule-based privacy protection policy description, 

the privacy protection policy is described by rules in the 

style of If-Then rules. The privacy protection policy can be 

described by combining simple rules, and the privacy 

protection policy can be flexibly described. An example of 

the If-Then rule follows. If: a viewer is a general person, and 

the object to be photographed is a person. Then: the whole 

body is covered by a rectangle. 

3.5 Faster Video Processing 
In our proposed platform, the video shot by the public 

cameras is processed based on the privacy protection policy 

file to generate the video that the viewer watches. When the 

video is generated for each viewer, the processing load of 

the ECS related to the video generation becomes large, 

which causes a problem that it takes time to generate the 

video. Therefore, in this research, we propose a local image 

processing recognition technology. 

In this technology, the privacy protection is analyzed in 

advance, and find the video processes that the local machine 

can execute. Since the processing loads for the processing 

servers are reduced, faster video processing can be 

conducted. For example, the local machine clops the face 

region for blurring on it before sending it to the processing 

servers. 

Table 1: Components and performance 

4. Experimental Evaluation

4.1 Experimental Environment
The authors constructed an experimental environment for 

our proposed privacy-oriented video distribution platform 

for NGPCS. For the experimental environment, in this paper, 

we use some virtual machines to simulate the cloud server 

and the edge server. The database for storing the privacy 

protection policy files and others is also built in the virtual 

machines. We constructed them on the cloud computing 

resource provided by Windows Azure. The image of the 

architecture of our implemented environment is shown in 

Figure 3. The detailed processing flow is explained in the 

next subsection. 

Table 1 shows the detail of the OS, CPU, and main 

memory of the servers used for processing in the evaluation. 

The cloud server is a virtual machine built on Microsoft 

Azure service, and the VM plan is an inexpensive plan for 

databases, which are servers without a high-speed GPU, but 

better than the local computer as shown in Table 1. A 

notebook PC is used for the watching machine. 

The image usage policy is saved as a rule list in the 

Database, and the XML for face recognition corresponding 

to each rule is also saved to the database. After the If-Then 

rule is determined, the face recognition process is executed. 

SPC consists of two servers. The image processing server is 

a pre-processing server, and the database server is a post-

processing server. We submit queries to the SQL database 

for If-Then rules and retrieve the corresponding XML for 

authentication. 

The design of each of the 3 main tables used in the 

database follows. 

(a) The columns are rule number, XML data file name,

and XML data set the table used for image recognition. This 

table is used to get the Then part of the If-Then privacy 

protection rules. 

(b) The columns are the pairs of personal identification

numbers and applicable rule numbers. The rule number is 

the main candidate key and duplication is allowed. This 

makes it possible to deal with complicated rules having 

multiple rules. 

(c) The columns are personal identification number,

applicable rule number, image RAW binary data set of the 

person. Each record in this table is a transaction record. 

Machines Metric Performance 

The cloud 

server as 

NGPCS. 

VM Plan 

OS 
・Standard B2s( 2vcpu 4 Gib 

memory)

・Windows 10 Pro 

CPU Intel(R) Xeon(R) platinum 

8171M CPU @2.60Ghz 

Memory RAM 4.00GB 

The edge 

server as 

ECS 

OS Windows10 Pro 

CPU Intel(R) Core(TM) i7-7660U 

CPU @2.50GHz 

Memory RAM 8.00GB 

the local 

computer as 

the viewer's 

PC 

OS Windows10 Pro 

CPU Intel(R)Core(TM)i5-6300U CPU 

@2.40GHz 

Memory RAM 8.00GB 

Figure 3: The overall system behavior for the 

experimental evaluation 
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The data of the faces that do not match in the face 

recognition is temporarily saved for later classification. 

These 3 tables are shown in Figure 4. 

We are also designing an application that registers a new 

XML file in the database. Figure 5. Shows the XML rule 

data upload interface. 

4.2 Experimental Configuration 

4.2.1 Configuration for Checking Faster 

Human Detection 
By the use of edge camera cooperation technique, the 

human detection processes, and servers that accept requests 

for watching public cameras are allocated to the ECS 

provided by cloud computing resources. To check our 

approach for the faster human detection, we use the cloud 

server and the edge server and measure the processing time 

and the frame interval. The ECS uses OpenCV4.3 to 

perform face authentication by using Haar-Like feature 

extraction, detects the person, executes adding masks, and 

sends the image to the requested client machine. 

The process flow from requesting watching the video 

from the client machine to watch the video on the client 

machine follows as shown in Figure 3. 

1. The user makes a request from the client machine to the

public camera using the URL and sends the viewer's 

identification number simultaneously. 

2. Based on the request received by the ECS, it submits

the queries to the database to get the privacy protection rules 

and the XML file for face authentication. At the same time, 

the requested PCS sends the video data to the ECS. 

3. The ECS executes the face recognition process and

adds some video effects based on the privacy protection 

rules written in an XML file. 

4. If it is a newly registered user, to perform accurate

detection, the ECS gets his/her face images and updates 

Harr-Like feature data. 

5. Utilizes OpenCV to process video according to the then

part of the If-Then rule and sends the video to the client 

machine for watching the video.  

8. To add his/her face images as an XML data for

OpenCV, ECS cripes the face region as a Binary Large 

Object (BLOB) data and create it. After that, the ECS 

registers it into the database together with the personal 

identification number. 

9. The PCS feedbacks the Haar-Like cascade data for

learning results in the XML file. 

4.2.2 Configuration for Checking Flexible 

Policy Description 

To check our approach for the flexible policy description, 

we check that our proposed platform surely works If-then 

rules. A list of rules for authentication, XML data for Haar-

Like feature extraction, and person image data for 

authentication newly added by If-Then rule to the list. These 

data are expressed by a BLOB. To learn the condition and 

the image recognition condition characterized by the If-Then 

rule, BLOB data is stored in the database until the learning 

is completed. This is because there is a risk of privacy 

leakage when the raw person image data is stored on the 

server for a certain period.  

4.2.3 For Checking Faster Video Processing 

To realize faster video processes, in this paper, we tried to 

speed up by clipping only the face part of the human image, 

and sending it to the cloud server, and execute image 

recognition only to the clipped region on the cloud server. 

4.3 Evaluation Method 
We evaluated the performance of our proposed platform. 

To show the performance numerically, we measured the 

processing time for the human (face) detection and the 

processing time for the video processing (blurring). 

Regarding about the flexible policy description, we checked 

that our proposed policy description, If-Then rules worked 

properly. 

Using the Harr-Like cascade classifier, we measure the 

image processing time for each frame. The image processing 

time includes the time to cut out the recognized face, the 

time needed to blur the image and show it on the Local 

computer. After the feature classification recognition 

process in the Local computer, only the cut-out part is sent 

to the cloud server and the edge server. These servers return 

the processed image to the Local computer. The local 

computer combines the returned image with the original 

image and shows it on the screen. Although our proposed 

platform is designed for executing various processes, we 

focus on only the blurring effect to make the results 

consistent. 

The video for the experiment is a video for an orchestra 

concert and includes 38 people for playing musical 

Figure 4: Database structure 

Figure 5: XML rule data upload interface 
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instruments. We have already measured the turnaround time 

in [7]. The turnaround time is the time to start sending the 

data on the local computer to finish receiving the processed 

data on the local computer. As a reference, the turnaround 

time was 16.28 [msec.] Therefore, in this paper, we measure 

the time needed to add video effects and the time needed for 

the image processing. These are mainly related to the 

computational servers and suitable for checking the 

effectiveness of our approach. Since the writing of Blob 

image data is post-processing, we do not measure it here. 

4.5 Results 
In the evaluation method of 4.3, the processing time for 

each frame was measured separately for the case where all 

the processing was performed only by the Local computer 

and the case where the processing was distributed to the 

Cloud server and the edge server.  

4.5.1 Processing Time for Blurring 

Figure 6 shows the processing time to blur the face area. 

The number of the viewers is 3. In the figure, the local 

means that the processing time when the process to blur the 

video image is executed in the local computers. The Edge 

means that the processing time when the process is executed 

in the edge servers, and the Cloud means executed in the 

cloud servers. Since the number of the clients is 3, we used 

the notation 3. The horizontal axis is the person ID. The 

person ID is given to each detected person sequentially. The 

vertical axis is the time to blur the face area for each person.  

From this figure, we can see that the processing time 

under Cloud is the shortest in many cases. This is simply 

because the processing power of the cloud servers is high. 

Since the processing power for the edge machine and the 

local servers are almost the same, their processing time is 

approximately equivalent in many cases.  

However, the processing time is sometimes very long 

since the local servers are used for other purposes such as 

running other applications, and so on. 

4.5.2 Frame Interval 
Figure 7 shows the frame interval. The frame interval is 

the time to recognize the face area, blur the face area. The 

Cloud/Edge Local means the frame interval when the local 

computer determines the face region, and the PCS executes 

the subsequent blurring processing is executed. The local 

computer means the frame interval when the local computer 

executes all the above processes. From this figure, we can 

see that the frame interval is almost the same between the 

Cloud/Edge Local case and the local computer case. This is 

because the time for blurring the face region is reduced by 

using the cloud servers. But, using cloud servers require 

communication time. In this case, therefore, the frame 

interval is not reduced largely by using the cloud servers, 

and the overall processing times for each case are equivalent. 

4.7 Discussion 
As a problem with image processing, when the frontal 

face is partially hidden by a shield such as a thin rod or a 

lattice, face recognition fails, and some faces were not 

detected cannot be executed. In the video for the experiment, 

an average of 25.6 persons were recognized by their faces in 

the 67 frames measured with the similarity parameter of 

1.08 for the Harr-Like extractor. An average of about 13 

people remained unprocessed within one frame. This is 

because there are obstacles between them and the camera. It 

is difficult even for our proposed platform to detect faces in 

such cases. 

5 Conclusion 
In this research, we proposed the Next-Generation Public 

Camera Systems (NGPCS). In NGPCS, general people can 

check the videos shot by public cameras. To protect the 

privacy of the shot people, we proposed a privacy-oriented 

video distribution platform for NGPCS. Our proposed 

platform was designed to give faster human detection, a 

flexible policy description, and faster video processing. To 

realize them, we proposed three techniques and checked 

their functions. Our experimental evaluation revealed that 

our proposed platform gives a faster human detection by 

using the edge servers, that realizes flexible policy 

description by the use of If-Then rules, and that reduces the 

video processing time by clopping the face region of the 

client machines. 

In the future, we will evaluate the performance of our 

implemented system under the situation that there are more 

PCSs and more If-Then rules. 
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Abstract - Sensors can be used to track the movement of a 

person at an event. Because physical sensors are expensive 

to install and maintain, users on SNS can be treated as 

sensors instead of physical sensors to observe real-world 

events. Therefore, many data are required. However, from 

the viewpoint of information protection, few SNS have 

accurate location information. Therefore, we assess a 

method of estimating position information related to a 

specific event. The estimation accuracy was evaluated using 

actual data tweeted in Chiyoda ward, Tokyo. 

Keywords: Deflation structure, Location estimation, Twitter, 

Real time analysis, Social sensor 

1 INTRODUCTION 

In modern society, with computerized devices and 

systems, many means exist to acquire information of various 

types in real time. One means is Twitter1, a microblogging 

service that shares short sentences called "Tweets" of 140 or 

fewer characters. It is widely used throughout the world, as 

it is in Japan. Many users regard it as a medium by which 

they can post recent information casually. Posting of 

location information can be done easily with so-called 

geotags via a smartphone. Therefore, it is a social medium 

that can immediately notify many people of what is 

happening and where. Based on these characteristics, such a 

social medium is anticipated for use as a social sensor for 

observing the real world without using expensive physical 

sensors [1]. 

Social sensors can reveal a situation in real time even if 

one is not present on the scene. For example, if one can 

guess the best time for cherry blossoms and autumn leaves 

before visiting a place, one could actually go there without 

any concern that cherry blossoms have not yet bloomed or 

that they have already fallen. If public transportation is 

halted and one knows that people are crowding into stations, 

then one can avoid those crowds. If a person knows that 

congestion in an area has eased, then the person could stop 

avoiding the area. If a reveler wants to attend a Halloween 

party in Shibuya, then that person would want to hurry while 

the party is still exciting. After the Halloween party has 

settled down, it would not be so interesting. Alternatively, 

to avoid a raucous party, one might wait until after it has 

1 Twitter, URL<https://Twitter.com/> 

settled. Social sensors would be useful to inform people to 

make such choices. 

Analyzing today’s events using yesterday's data is not 

always helpful, but predicting the movements of other 

people in a specific place in real time can help a person 

decide whether to visit a certain place or not. Assuming that 

one is not actually present in a certain place, Twitter data 

can be useful to ascertain the concentration of people in real 

time while avoiding deployment of expensive sensors. This 

study was conducted to produce a means of real-time 

estimation of human motion by analyzing geotagged tweets. 

2 RELATED WORK 

Kleinberg [2] proposes a method for modeling text 

stream bursts and for extracting structures. This method is 

based on modeling a stream using an infinite state 

automaton. A salient benefit of Kleinberg's approach is that 

it can represent burst duration, degree, and weight for each 

topic. Therefore, it is used widely for various applications. 

Nevertheless, it is unsuitable for real-time burst detection 

because analyses cannot be done immediately for 

occurrence of a certain event. 

Studies conducted by Y. Zhu and D. Shasha [3] [4] and 

by X. Zhang and D. Shasha [5] examine bursting algorithms 

that monitor bursts efficiently over multiple window sizes. 

These techniques enable near real-time burst detection by 

shortening of the monitoring interval. However, they require 

monitoring of the number of occurrences of events at regular 

intervals. Data must be stored even if no event has occurred. 

Ebina et al. propose a method for real-time burst 

detection [6] [7], which is achieved by inference of whether 

or not each event (each tweet posting) is a burst. The 

number of calculations is reduced by compressing data held 

at the time of occurrence of concentrated events. Burst 

detection with high real-time capability is achieved, it 

remains unclear whether the burst state continues or 

immediately ends solely by the burst occurrence. 

Endo et al. use the moving average to make full-fledged 

decisions [8] [9]. This method detects burst occurrence and 

burst state continuation and convergence. However, because 

the tweet occurrence frequency is used with a fixed window 

size, real-time properties are quantized by the window size. 

Using the Tweet Posting frequency requires setting of a 
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certain time interval for frequency calculation. This fixed 

interval impairs real-time performance. 

Large amounts of tweet data are necessary to estimate 

people's movements in real time. However, few tweets 

include any location information. Furthermore, much 

location information is ambiguous. Moreover, tweets with 

accurate location information are even fewer. Therefore, 

research is being conducted to obtain location information 

from tweet contents [10] [11]. Methods have been designed 

to obtain location information by analyzing the vocabulary 

included in the tweet text. Such methods identify a target, 

such as an event or building, in a tweet that has no location 

information in the first place. Therefore, it is inferred that 

the tweet was tweeted from the event venue or from the 

position of the object. However, for the present study, we 

strive to identify and use more accurate position information 

estimation. Even if a reference to an event exists, tweets 

made before going to the event venue or after returning 

home are not tweets that were issued from the event venue. 

Nevertheless, removing such tweets from the overall data is 

not easy. 

3 TARGET EVENT AND DATA 

The target event for this experiment was the visit of the 

General Public to the Imperial Palace after the Accession to 

the Throne on May 4, 2019. About 141,000 people visited as 

members of the general public. Their Majesties the Emperor 

and Empress appeared at the balcony of the Chowa-Den 

Hall six times to greet visitors who had gathered there. 

Participants were able to enter from the main gate of the 

Imperial Palace. The time from 9:30 am to 2:30 pm was the 

entry time. Analyzed tweets with geotags were made in the 

area around the Imperial Palace. Those in this range were 

visitors of the general public who tweeted. They tweeted 

while they were waiting or after they left. We can imagine 

that they would be unable to tweet when moving to Chowa-

Den immediately before each appearance, and that they 

would refrain from tweeting during each appearance. By 

checking the tweet status, one can estimate the participants' 

movements: whether waiting or moving. 

The tweets to be analyzed were tweets including geotag 

“coordinates”. The geotag “coordinates” data represent the 

location at which the terminal used for posting a tweet is 

represented by single latitude and longitude coordinates. 

Therefore, is the data are highly useful as positioning data. 

Tweets were extracted during 00:00:00 – 23:59:59 on May 

4, 2019. The tweet extraction range was found empirically 

for the following four latitude and longitude ranges. 

[35.677002, 139.753658] 

[35.689604, 139.753658] 

[35.689604, 139.761212] 

[35.677002, 139.761212] 

By filtering using the conditions shown above, 198 

tweets were extracted. Of these, 116 accounts were tweeted. 

 

 
Figure 1: Target Area(in front of the Imperial Palace). 

Table 1: The correct answer to estimate. 

  time action of people  
before open gate         – 9:40 Stay May 4 

around 

appearance 

9:40 – 10:10 Move Deflation 

 10:10 – 10:40 Stay  

 ： ：  

 14:10 – 14:40 Stay  

around 

appearance 

14:40 – 15:10 Move Deflation 

 15:10 – 16:00 Stay  

event end 16:00 –           Converge Deflation 

From the appearance time, we inferred the time period 

during which people were thought to have moved (or 

stayed), as shown in Table 1. 

4 DETERMINATION METHOD 

The following two methods are used as the deflation 

determination method. One is a method based on the method 

reported by Endo et al. They succeeded in determining 

changes in people’s posting on a daily basis, such as cherry 

blossom viewing time estimation. In our study, the 

movement of a person is judged in units of minutes instead 

of days. The other is a method derived from the real-time 

burst determination method reported by Ebina et al. Our 

criteria are reversed to determine a deflation rather than a 

burst. 

4.1 Method Based on the Endo et al. Method 

This method uses the tweet posting frequency in a 

reciprocal relation with the Tweet posting interval. Tweet 

post intervals have high real-time characteristics because 

they depend on each tweet. However, a certain time interval 
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must be found to calculate the tweet posting frequency. 

Usually, the real-time performance is low because the time 

interval is larger than the tweet posting interval. 

The Endo et al. method uses a moving average of the 

frequency of posting tweets to estimate the full bloom of 

cherry blossoms or other phenomena. The method calculates 

the frequency daily and examines differences between the 5-

day moving average and the 7-day moving average. 

The judgment criterion for the best time is when the 5-

day moving average becomes greater than the 7-day moving 

average and becomes larger than the average of the prior 

year. A comparative experiment was conducted using this 

condition. However, the tweet posting frequency is not 

calculated on a daily basis, but on a 5-min basis. Unlike 

efforts to infer the best time to see cherry blossoms and so 

on, we wanted to assess the movement and congestion of 

crowds of people. Therefore, a short time interval was used. 

From the change in the moving average of the tweet 

posting frequency, it is examined how accurately the 

movement of the person in Table 1 can be determined. Table 

2 shows results of the quantitative evaluation. Not only 

judgment based on the difference between 5 moving average 

and 7 moving average, but also judgment result when using 

the difference between 3 moving average and 5 moving 

average and judgment result when using the difference 

between 3 moving average and 10 moving average also 

evaluated. The precision is high, but the recall is low. 

Because moving averages are used, it is not possible to 

respond sensitively to changes; also, there are many 

oversights. Both of those shortcomings lead to poor recall. 

 

Table 2: Evaluation using the Endo et al. method. 

 Precision Recall F-value 

3(15-minute) moving 

average /  

5(25-minute) moving 

average  

47.06% 5.76% 10.26% 

5(25-minute) moving 

average /  

7(35-minute) moving 

average  

64.81% 25.18% 36.27% 

3(15-minute) moving 

average /  

10(50-minute) moving 

average  

48.94% 16.55% 24.73% 

 

4.2 Method Based on the Ebina et al. Method 

The Ebina et al. method uses the tweet posting interval 

instead of the tweet posting frequency for real-time 

determination. Similarly to assessment of the change of the 

moving average, burst judgment is performed by the change 

of multiple tweet posting intervals. Using this method, 

deflation is inferred by reversing the judgment conditions. 

The deflation occurrence condition is when the tweet 

posting interval changes longer than before. 

Similar to the previous section, we examined how 

accurately the deflation of the person in Table 1 can be 

judged under the above deflation judgment condition. Table 

3 shows quantitative evaluation results. The Ebina et al. 

method recall rate is high because it reacts in real time. Its 

precision is not as good as that achieved when using the 

Endo et al. method, but the recall and F-value are high. 

 

Table 3: Quantitative evaluation according to Ebina et al. 

 Precision Recall F-value 

5 number analysis 36.46% 55.56% 44.03% 

10 number analysis 42.98% 77.78% 55.37% 

15 number analysis  39.51% 50.79% 44.44% 

 

5 LOCATION ESTIMATION 

We intend to improve the accuracy of the proposed 

method by increasing the dataset used for deflation 

determination. We estimated people's movements using 

tweets with geotag "coordinates" that can obtain accurate 

location information. However, only 116 accounts posted 

the tweets used in the experiment. The number of visitors 

conducting a general visit is 141,130. Even if the percentage 

of users who tweet is low, one can infer that tweets are 

actually posted from more accounts because the data are 

limited to those with geotag "coordinates" that can specify 

the position. Therefore, we perform verification by 

increasing the number of analysis targets using tweets with 

unclear positioning. Specifically, the position is estimated 

using machine learning from a group of tweets with "place" 

that represents Chiyoda ward. The number of tweets to be 

analyzed is therefore increased. Then the accuracy of 

deflation determination is evaluated quantitatively. First, we 

discuss extraction of tweets posted during the general visit 

from tweets that are clearly posted in Chiyoda ward. 

Compared to the number of tweets with geotag 

“coordinates”, the number of tweets including only the 

geotag “place”, which records rectangular range information 

represented by four latitudes and longitudes, is about four 

times as large. The tweets that are useful as analysis targets 

are estimated from the group of tweets to which only the 

geotag “place” was added. Those tweets have ambiguous 

position information, but they are added as analysis targets. 

Similarly to the case of analysis using only tweets with 

geotags "coordinates", recall, precision and F-value are 

calculated. Then their accuracy is evaluated quantitatively. 

5.1 ”Place” Data 

As a tweet with a geotag for which position information 

is ambiguous, a tweet for which the geotag metadata is 

"place_type:city" is used. The data to be classified by 

machine learning are tweets with no geotag "coordinates" 

added on May 4, 2019. Only "place" data representing 

Chiyoda ward, Tokyo are used. The Imperial Palace is 

located there. There were 3132 tweets. 
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The attached “place” data were confirmed for the 198 

tweets with “coordinates” used in the previous chapter. 

Results show that 198 "place" data were all the same value. 

The following four points were recorded. 

[35.6686, 139.73] 

[35.7052, 139.73] 

  [35.7052, 139.783] 

  [35.6686, 139.783] 

Figure 2 portrays these four points. The range including 

this place is the range surrounding the entire Chiyoda ward. 

 

 
Figure 2: “place” of Chiyoda Ward. 

 

Tweets that have only the geotag "place" are shown in the 

range of latitudes and longitudes of the four points. They 

can be narrowed down to the municipality, but the tweeted 

position cannot be found. Therefore, we analyze the tweet 

contents using natural language processing and consider a 

method to estimate the user's position more accurately based 

on the tweet contents. To infer the location, 3132 tweets 

with the geotag "place" representing Chiyoda ward, where 

the Imperial Palace is located, are binary-classified using 

machine learning to estimate whether or not the tweet is 

from a user who has visited to the Imperial Palace. When 

classifying tweets with only geotag "place" added by 

machine learning, teacher data are extracted from text data 

of tweets with geotag "coordinates" added. In the 

classification, the target data for estimating the position 

were text data of the tweet to which only the geotag "place" 

representing Chiyoda ward was added. 

5.2 Vectorization and dimension reduction 

For using machine learning, we create teaching data 

consisting of a set of tweets as a model. The model includes 

text data of tweets with geotag "coordinates". All text data 

of model tweets are collected to compile a word dictionary. 

The word dictionary comprises noun words obtained from 

all words that appear by analyzing the tweet set 

morphologically and dividing it into words. This time, we 

extracted only nouns. Then, considering that the absolute 

number of tweets with the geotag “coordinates” is small, we 

particularly examine nouns for each tweet. MeCab is used to 

extract the morphemes. Furthermore, by normalization, 

character strings including only numbers, katakana, and 

alphabet characters are excluded as stop words. For 

dictionary data used in MeCab, in addition to the IPA 

dictionary provided as standard in the morphological 

analyzer, a user dictionary created from keyword files of 

"Wikipedia" and "Hatena Keyword" is also used so that 

minor nouns can be supported. 

To convert text data into numerical data that can be 

processed using machine learning, the data must be 

vectorized. Bag of Words (BoW) is used for vectorization. 

With BoW, the number of times a word appears is counted 

for each tweet. A matrix is generated from the counted 

number of words. 

There is a great amount of noise. The machine learning 

result is affected by vectorizing the words extracted using 

morphological analysis. Two preprocessings, TF-IDF and 

LSI, were done to use the feature vector extracted from each 

tweet content as optimum data for use in machine learning. 

The vectorized features are weighted by TF-IDF, which 

is a method to weight the words when classifying individual 

tweets when the number of occurrences of highly important 

words is high in a tweet set. Term Frequency (TF) 

represents the number of times a word appears in a tweet. 

Document Frequency (DF) represents the number of tweets 

in which a word appears. Also, IDF is the logarithm of the 

reciprocal of DF. 

Latent Semantic Indexing (LSI) is a dimensional 

compression method using Singular Value Decomposition 

(SVD). The LSI method specifically examines the latent 

meaning of words for mitigating over-learning and for 

reducing learning costs. Indexing synonyms and making 

synonyms into a vector can be done by indexing the latent 

meanings of words. 

Regarding the number of dimensions to be compressed, 

the greater the number of dimensions used for machine 

learning becomes, the higher the calculation cost becomes. 

Moreover, the processing time increases. As described in 

this paper, we reduce the dimensions of feature vectors 

weighted by TF-IDF to 100 dimensions by LSI. 

5.3 Incorrect answer area 

To estimate the place from which a tweet with only a 

geotag "place" was posted, we used SVM, which is a 

learning model capable of binary classification by machine 

learning. The place is classified by SVM from the tweet 

contents. Actually, SVM has good compatibility with binary 

classification and high generalization performance. The 

following ranges for extracting correct and incorrect data are 

both included in the "place" range (Fig. 2) for Chiyoda ward. 

Among the teaching data, the 198 tweets used in the 

experiment in the previous chapter were used as correct 

answers. The tweet group in the range where the event 

occurred is used as correct answer data. 

Incorrect answer data was extracted from tweets in areas 

where the event did not occur. These tweets have a 

"coordinated" geotag. The range of the incorrect answer data 

is the same area as that of the correct answer data. This is 
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the location of the target event, 200 meters east of the 

Imperial Palace. The range of latitude and longitude from 

the southwest is given below. Figure 3 portrays the range of 

the extracted incorrect data on the map. 

  

[35.677002, 139.763425], 
[35.689604, 139.763425], 
[35.689604, 139.770979], 
[35.677002, 139.770979] 

 

 
Figure 3: Area of incorrect data. 

 

By extracting the tweets to which "coordinates" were 

added under the conditions depicted in Fig. 3, 866 tweets 

were eventually extracted. Then the text set that combines 

correct and incorrect data above is used as a learning model.  

5.4 SVM 

We used a classification method by Support Vector 

Machine (SVM) capable of binary classification position of 

a person who was at the scene of a specific event or trouble 

from the post to which only the geotag "place" was added. 

Actually, SVM is adopted as a method to estimate the user 

attributes and position from tweet contents in many previous 

studies. For the SVM kernel, we adopt a linear kernel that is 

often used when classifying large-scale data, sparse data, 

and text data. In addition, cost parameter C is set to the 

default value of 1 for learning. 

The linear kernel SVM is a classifier that constructs a 

hyperplane that maximizes the shortest distance (margin) 

between the classification boundary and the training data. 

For machine learning model evaluation, cross validation 

is undertaken by dividing the data into an arbitrary number 

K using the Stratified K-Fold method. The tweet structure of 

the evaluated model is the following. It consists of data of 

two types. One is 198 tweets with geotag "coordinates" 

extracted in the correct answer range (Fig. 1), which is 

regarded as having caused people to stagnate and flow 

because of the occurrence of events. The other is 866 tweets 

with geotag “coordinates” extracted in the range (Fig. 2) 

where the target event (Visit of the General Public to the 

Imperial Palace after the Accession to the Throne) has not 

occurred. The 1064 tweet data, which include these two 

types of data, are divided into five portions: 4/5 are training 

data; 1/5 are test data. The tweet vector generated from the 

training data is the explanatory variable. However, with 

classification by SVM, for the objective variable, a binary 

label assigned to the test data is 1 for a correct answer and -1 

for an incorrect answer. The training data and test data are 

exchanged. Classification is performed using SVM five 

times in total. The average value of the results of five cross-

validations was used for estimating the model accuracy. The 

machine learning library scikit-learn was used to implement 

SVM. This time, K=5 split cross validation was performed. 

The average value of the classification correct answer rate 

for five times was calculated. The classification accuracy 

rate is an index showing how well the classifier can classify. 

The classification accuracy rate can be expressed as 

equation (1). 
Classification correct answer rate

=
Number of successful classifications

Number of evaluation cases
(1)

 

As a result, it was 80.64%. 

 

5.5 Estimated result 

The classification target is 3132 tweets with only the 

geotag “place” that represents Chiyoda ward. The SVM has 

assigned a label of 1 to tweets that are judged to be in the 

correct answer range, and a label of -1 to tweets that are 

judged to be in the incorrect answer range. From extraction 

of the tweets with correct labels, 1750 tweets were output as 

correct answers. 

These 1750 tweets are combined with data of 198 correct 

tweets with the geotag "coordinates". Using 1948 tweets, we 

conduct analysis using the Endo et al. method and the Ebina 

et al. method. By calculating the precision, recall, and F-

value, the accuracy of deflation judgment can be evaluated 

quantitatively when analysis is performed by adding tweets 

estimated as having been posted in the range presented in 

Fig. 1 by machine learning.  

Similar to Table 2, Table 4 shows the results of 

quantitative evaluation using the method of Endo et al. As in 

Table 2, the three types of parameters are shown. In Table 2, 

we evaluated only 198 tweets with coordinate data, but in 

Table 4, as a result of position estimation, the number of 

tweets used for evaluation is 1948, which is larger than in 

Table 2. The number of tweets has increased, but the 

precision and recall have not improved. Table 5 shows the 

results of the quantitative evaluation using the method of 

Ebina et al. In Table 5, the number of tweets used for 

evaluation is larger than in Table 3. Compared to Table 3, 

the recall is not very good, but the precision is good. 

We were able to increase the number of tweets used to 

judge deflation by machine learning from 198 to 1948, 

nearly 10 times. The tweet posting position was estimated 

using SVM, but its classification accuracy rate in cross-

validation is about 80%, and it contains about 20% noise. 

Even if the number of tweets used to judge deflation is 

increased by about 10 times, noise is included. Therefore, 

the accuracy of deflation judgment may or may not improve. 
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Table 4: Evaluation using the Endo et al. method. 

Precision Recall F-value

3(15-minute) 

moving average / 

5(25-minute) 

moving average 

48.89% 15.83% 23.91% 

3(15-minute) 

moving average / 

10(50-minute) 

moving average 

43.75% 25.18% 31.96% 

5(25-minute) 

moving average / 

7(35-minute) 

moving average 

47.37% 19.42% 27.55% 

Table 5: Evaluation using the Ebina et al. method. 

Precision Recall F-value

5 number analysis 56.55% 50.53% 53.38% 

10 number analysis 57.98% 67.02% 62.17% 

15 number analysis 58.49% 53.72% 56.01% 

6 CONCLUSION 

Many data are necessary to judge deflation in real time. 

Few tweets have geotag “coordinates” that can specify the 

position. Therefore, we use machine learning to estimate the 

location of tweets that have a geotag “place”, which is 

ambiguous location information for each municipality. 

Deflation was inferred from tweets that were presumed to 

have been posted at a specific location. The Endo et al. 

method did not improve the judgment accuracy, but the 

Ebina et al. method did.  

In other words, SVM location estimation was able to 

increase the number of tweets posted at the target event 

location. However, because the accuracy of the position 

estimation is not sufficient, when judging the movement of 

people using the obtained tweets, the accuracy of the 

judgment may decrease as opposed to increasing. 

Although SVM was adopted for machine learning, 

various other methods for machine learning are available. 

Results obtained from using them must be compared in 

future studies. In addition, it is necessary to consider 

methods other than judging the movement of people as a 

method of using the tweet whose position is estimated. 

There are various target events that can be considered when 

judging the movement of people in the same way. These 

will also be future research. 
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Abstract - Nowadays, image recognition using deep learn-
ing is rapidly developing, and object and its state recognition
are performed from images in various fields. On the other
hand, with the progress of IoT, it has become possible to eas-
ily collect target images at various places by using videos of
mobile cameras such as wearable cameras. Here, when the ra-
tio of the target in the image is small, the recognition accuracy
deteriorates due to the influence of the background. So, firstly,
the target area extraction from the image is often performed
as a preprocessing, and image recognition is performed by us-
ing this area. However, since the mobile camera itself moves,
it is difficult to extract this area in conventional ways. In this
paper, I propose a method to extract the target area from the
video frames. The frames are superimposed with matching
their background positions by using optical flow, then the tar-
get is extracted based on the difference between frames. And,
I show the proposed method can extract the target area even
in front of complex backgrounds.

Keywords: Optical flow, Image processing, Object detec-
tion，Mobile camera, Wearable camera, Video

1 INTRODUCTION

In recent years, the effectiveness of deep learning in image
recognition has been shown, and its use in various fields is
progressing [4], [9], [24]. For example, handwritten charac-
ter recognition and face recognition are widely performed by
the multi-class classification model of deep learning [1], [5].
However, when applying deep learning, collecting enormous
training data often becomes a problem.

On the other hand, with the progress of the Internet of
Things (IoT), various sensors are connected to the network
and a large amount of data is collected and accumulated. Re-
garding videos, a large number of cameras have been de-
ployed and are used for various purposes such as monitor-
ing the traffic conditions and inside of buildings. And, image
recognition using deep learning is widely applied to automat-
ically identify objects and detect abnormalities from such a
large amount of videos [16].

For such a study, I attempted to discriminate the location
and target using deep learning from images extracted from
videos of mobile cameras such as wearable cameras. As a
result, I showed that the training data could be collected effi-
ciently and the discrimination accuracy could be improved by
continuous discrimination against the same target while com-
paring the results [11]. On the other hand, I found when the
target is small, there was the problem of deterioration of the
accuracy due to the influence of the background.

To suppress the influence of the background, the prepro-
cessing of the image for deep learning is often performed, in

which a relatively small area including the target is extracted
from the image. In this study, we target backgrounds that are
various kinds but do not move such as indoor walls and equip-
ment. Also, since it targets mobile cameras, it is possible to
shoot a movie while moving the target in the hand in front of
the camera.

To extract the target from the frame of the video, there are
the background subtraction method, the frame subscription
method, and utilization of optical flow. In the background
subtraction method, the target is extracted by the difference
between the background image and the image in which the
target appears in front of the background; in the frame sub-
scription method, the target is extracted by its difference in
each frame. However, in both cases, it is assumed that the
background image is fixed, and it has been pointed out that it
is difficult to apply it directly to a moving camera such as a
mobile camera [15].

And, for a video, the optical flow shows the displacement
vector between a pixel of one frame and the corresponding
one of another frame. And in the dense optical flow, this ap-
plies to all pixels [7]. When the target held in a hand is moved
in front of the mobile camera, the area of the target in the op-
tical flow can be extracted as a largely moved part. However,
for the mobile camera, since it also moves, the background
area of the video also moves. So, firstly, I show there is a
problem that the complicated background affects the optical
flow and disturbs extracting the target.

In this study, for this problem, I propose a method to extract
the target from various backgrounds utilizing the optical flow,
in which the backgrounds of two frames are superimposed
with matching their background positions based on the opti-
cal flow then the difference of frame is generated. As a result,
the difference of the target area is obtained, because the mo-
tion of the target is different from the background. Therefore,
the target is extracted by using this difference. Furthermore,
it is shown through experiments that the target area can be
extracted with high accuracy when the targets in both frames
have a certain displacement distance.

The remainder of this paper is organized as follows. Sec-
tion 2 shows the challenges of optical flow in a complicated
background and the motivation of this study, and Sec. 3 pro-
poses a target area extraction method based on the optical
flow. Section 4 shows the implementation of this method in
the experimental system, and Sec. 5 shows the experimental
results and its analysis. Section 6 concludes this paper.

2 MIOTIVATION AND RELATED WORKS

I have been working on improving inventory management
work in a machine factory, where various parts are stored in
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a bulk container. Since these inventory quantities cannot be
counted visually from the outside, its stock-taking becomes
a heavy workload for workers. For this problem, I showed
the inventory quantity can be estimated with practical accu-
racy from the image of the bulk container by applying deep
learning [10]. However, since there are usually more than
1000 bulk containers in a factory, an efficient collection way
of these images became the next challenge.

And for this challenge, focusing on the fact that inventory
fluctuations occur when workers replenish and ship the parts,
I conceived to estimate stocks using images extracted from
videos of wearable cameras worn by workers. To estimate
the inventory quantity from only the video, firstly it is nec-
essary to detect the movement to the bulk container and the
work on the parts. For the former, I showed it was possible
to detect it with a certain accuracy by using the deep learning
model trained to distinguish the entrance and equipment of
the target room by using the images automatically extracted
from videos [11].

For the latter, I noticed that the worker needs to hold the
parts in his hand for the inventory work. In other words, as
shown in Fig. 1 (a), if the object held in the hand can be rec-
ognized, the target parts can be distinguished automatically.
And, I collected various such images to train the model, and
evaluate the accuracy of distinguishing the target. As a result,
I found that there is a problem that the accuracy deteriorates
for small targets because of the influence of the background.

For such problems, the method is usually adopted in which
an area including the target is extracted from the image, then
the target is recognized by using the area image. For exam-
ple, in face recognition, the face area in an image is firstly
extracted by using such as Harr-like features, then face is rec-
ognized with this area [25]. So, firstly, I conducted an exper-
iment in which the target was moved in front of the wearable
camera to extract the target based on the difference in the op-
tical flow between the background and target. As a result, the
target could be extracted with high accuracy when the back-
ground was flat. However, I found there is a problem in the
case shown in Fig. 1 (a) where the background was compli-
cated and the target was flat. The target area was divided as
shown in Fig. 1 (b), and it was difficult to extract the target
area as a continuous region.

The process of this extraction is as follows. Figure 1 (c) is a
visualization of the displacement direction of the optical flow,
and the brightness increases counterclockwise from 0 (black)
that shows the right direction. Figure 1 (d) is a visualization
of the normalized displacement distance, in which the higher
the brightness is, the larger the displacement distance is. As
shown in (c) and (d), the brightness distribution was not sep-
arated between the background and target. Figure 1 (e) is a
binarization of the brightness in (c), in which the white area
corresponds to the hand and the upper part of the book. Sim-
ilarly, in Fig. 1 (f), the white area corresponds to the same or
more brightness area than the upper part of the book in (d).
These white areas are the area including the target estimated
from the optical flow, and (b) was created by superimposed
the original image on the union of the white area in (d) and
(e).

Figure 1: Problem of target extraction with optical flow

The motivation of this study is to develop a method that can
accurately extract the area including the target, even in the
case against such a complex background with a free-moved
mobile camera. Besides, this study targets the stationary back-
ground and the rigid objects that can be held and moved by
the hand as shown in Fig. 1 (a). Also, it is necessary to be
able to execute efficiently because the images of the target
part are continuously extracted from the moving image, al-
though there are some intervals.

In recent years, in addition to wearable cameras as in this
study, many kinds of mobile cameras have widespread such
as in-vehicle cameras and mobile phone cameras. So, many
studies have been conducted to detect and track a moving ob-
ject from the videos of mobile cameras.

Regarding the object detection and classification of detected
objects, researches utilizing deep learning have been progress-
ing rapidly. Faster R-CNN performed both of them in a lump
by collective end-to-end training of both models [20], and
YOLO executed them by a single neural network to improve
efficiency [19]. Then, for different scale objects, SSD en-
abled to process them collectively [14], and RetinaNet im-
proved efficiency by introducing the Feature Pyramid Net-
work (FPN) and improving the error function [12], [13]. Fur-
thermore, M2Det has further improved both accuracy and ef-
ficiency by introducing the new FPN and error function [29].
However, since these methods target each image, they are not
suitable for object detection targeted by this study, which de-
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f1 f2 f3

Difference

Frame number

0

(2) Target period

L1

L2

(1) Large difference

(3) Minimal difference

Remarks: Viewpoint moves to another target at (1);

the same target is seen during (2);

viewpoint is fixed on the target at (3).

Figure 2: Transition of difference between adjacent video
frames

tects the objects moving in front of the background using mul-
tiple frames of the video. Furthermore, as a general problem,
to apply these deep learning methods to the individual target
shown in Fig. 1, it is necessary to prepare a large amount of
training data and train the model.

On the other hand, for the free-moved camera, various stud-
ies using optical flow have been conducted [27]. The most di-
rect ways use the distance difference in the optical flow, which
happens between the background and the moving target [17],
[26]. However, as shown in Fig. 1, it has been pointed out that
this has a problem in the case of a complicated background.

For this problem, some methods have been proposed such
as combining with other methods, performing analysis over
many frames, and utilizing deep learning [2], [8], [15]. How-
ever, there are issues in terms of efficiency, such as processing
complexity and model training. Also, the methods to estimate
camera motion by utilizing optical flow have been proposed
[6], [21]. However, these aims rather the motion recognition.
Furthermore, some methods have been proposed in which the
background is reconstructed by utilizing the optical flow and
the target is detected by the background subtraction [22], [28].
However, these target seamless backgrounds or pan-tilt-zoom
cameras, that is, it is difficult to apply to the wearable camera
shooting the complex background shown in Fig. 1.

To summarize the above, the efficient method has not been
proposed to extract an area including a moving target from a
complicated background with a free-moved camera.

3 PROPOSED METHOD

This study aims to extract the area including the target,
namely the target area, from the frame of the video of the
wearable camera as shown in Sec. 2 by utilizing the optical
flow. First, to calculate the optical flow between frames, it is
necessary to extract suitable frames. That is, it is necessary to
extract frames with small blur from adjacent frame pairs that
are looking at the same target. The proposed method deter-
mines them based on the difference between adjacent frames.
Figure 2 shows an example of the transition of the difference
between adjacent frames. (1) shows the point where the dif-
ference is large, that is, it is the case where the viewpoint
is moving from one object to another. (2) shows the period
where the difference is a certain value or less, that is, the case

Figure 3: Target extraction method using optical flow and dif-
ference

where the same object is watched. (3) shows the point where
the difference is minimal, that is, the blur of the frame im-
age is small. Therefore, it is expected that the accuracy is
improved by calculating the optical flow using the frame at
point (3).

And, the target frame is extracted based on the thresholds
L1 and L2 of the two levels as shown in Fig. 2. L2 is used to
exclude frame pairs which difference is too large. The target
frame is extracted from the “Target period” in Fig. 2 where
the difference is less than L2. L1 is used to exclude frame
pairs which difference is too small, that is, the distance of
their optical flow is too small. As a result, as shown by f1, f2,
and f3 in Fig. 2 as an example, the frame with the minimal
difference is selected as the target frame in each period less
than L1.

Figure 3 shows the target area extraction process in the pro-
posed method. (a) shows the previous frame of video such as
f1, and (b) shows the following frame such as f2. Here, the
black rectangle is the target. In this study, as shown in Sec.
2, the background is assumed to be stationary, so the differ-
ence in the background between (a) and (b) is only the parallel
translation. So, firstly, when the displacement vector between
(a) and (b) is obtained for one point A in the background,
(b) can be displaced so that the background of (a) and (b) su-
perimposed by using this. As a result, their difference in the
background area becomes 0, that is, black as shown in (c).

At this time, if the target was moved, there is a gap in the
target area between two frames. And, this gap becomes the
difference from the background as shown in the white area
in Fig. 3 (c). Note that there is no difference in the central
area of the gap where the target in both frames overlap, so it
becomes black. Therefore, the target at (a) shown by the gray
dashed rectangle is included in the gap including this central
area. Here, a part of the difference area is outside of this
rectangle. However, since this study aims to narrow down the
area where the target exists, this area is acceptable.

Then, as shown in the gray area in Fig. 3 (d), the target
area is enlarged by blurring the image; the entire interior of
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the area is also targeted. Further, to exclude the different ar-
eas between frame (a) and (b) existing at the left end and the
upper end in (c), this area is set as without difference (black).
Finally, by extracting these white and gray areas as a continu-
ous area, the area can be extracted, which includes the target
at (a) indicated by the black dashed line in (d).

4 IMPLEMENTATIION

To evaluate the proposed method, the functions described
in Sec. 3 were implemented as an experimental system. I
implemented it on a Windows 10 personal computer. For the
programming language, Python Ver.3.6 was used; for the im-
age processing opencv-python Ver.4.1.0.25 was used.

Besides, in this study, for comparative evaluation of the tar-
get extraction accuracy, we also implemented the target ex-
traction function by using only the optical flow in addition to
the proposed method.

4.1 Implementation by proposed method
Firstly, to extract target frames from video, the image of

the frame is converted to grayscale, and a histogram of the
number of pixels with brightness j is created. This number
is expressed by nij by using the frame number i and bright-
ness j. Then, as shown in Eq. (1), the absolute difference of
Di between previous and following frames is calculated by
weighting with luminance j and dividing by the number of
pixels (N ). Here, dividing is performed to keep Di constant
regardless of the number of pixels.

Di =

255∑
j=0

|ni+1j ∗ j − nij ∗ j|/N (1)

Here, Di is corresponds to “Difference” in Fig. 2. As for the
period while Di is less than the threshold L2, it is determined
that the same target is watched. Among this period, for each
section where Di is less than the threshold L1, the frame with
the smallest Di is extracted, such as f1 in Fig. 2.

For calculating the optical flow, calcOpticalFlowFarneback
method of opencv-python was used [18]. This is an imple-
mentation of the polynomial expansion algorithm [3]. In this
method, I set the parameter as follows: the polynomial area
was 5, the polygon width was 0.5, the window size was 60,
the pyramid size was 0.5, its level was 3, and Gaussian ker-
nel was used for prior blurring. Figure 4 shows an example
of intermediate results of processing by the proposed method.
(1) shows the previous frame of the video, and the target book
moves to the left. The background is almost flat. Similar to
Fig. 1, (2) and (3) show the displacement direction and dis-
tance of the optical flow of (1). In this case, since the back-
ground is flat, the length of the displacement vector is almost
zero as shown in (2) and (3). In this implementation, the opti-
cal flow of the background was visually checked and a point
looks like average brightness was used to calculate the dis-
placement of the background.

Next, as shown in (4), the difference between the previ-
ous frame (1) and its following frame was taken, and the dis-
tribution of luminance was expanded by histogram equaliza-

tion. Since the contrast was expanded by the histogram equal-
ization, small differences in the background are also empha-
sized. (5) is an image obtained by blurring the image in (4)
with a median filter, which was used for connecting the im-
age fragments. And, fragments such as the title of the book
are connected as shown in (5). (6) is a binarization image of
(5) in which the area of the brightness above the threshold
was extracted as white parts. As the threshold, 159 was used,
which is the median value 127 plus the error 32. As a re-
sult, as shown in (6), the part corresponding to the target was
extracted as a continuous area by binarization. Also, similar
to Fig. 3 (d), along with binarization, a certain range from
the edge of the frame is made black as a non-target area to
delete the non-overlapping part of two frames made by frame
displacement.

And, as shown in (7), the image of the target could be dis-
played in the target area after the following processing was
performed on (6). First, erosion and dilation of the white area
were performed to exclude noises and to separate unneces-
sarily combined regions. Each of them was performed three
times with a kernel (3,3). Second, specifying the start point,
which is the point in the largest area among areas that are
overlapping the target, the target area was extracted as a con-
tinuous area. In this implementation, the start point was speci-
fied manually. Third, the entire part surrounded by the convex
hull contour was extracted, then the corresponding part of the
previous frame was displayed there. Fourth, the range out of
the target area was painted in gray, which was the pre-process
of the next blur processing.

Lastly, as shown in (8), the contour blurring of (7) was per-
formed. Since the proposed method aims to recognize the tar-
get by using deep learning, this is intended to reduce the effect
of the boundary edge. Gaussian blurs with kernel size 127,
73, 31, 15, 7, and 3 were performed sequentially, in which
the target area was replaced to the original image before each
blur to maintain the target image. By this procedure, the con-
tours of both the boundary and the target area were smoothly
blurred as shown in (8).

4.2 Implementation by using only optical flow

The process of the target extraction by using only the opti-
cal flow is the same as the proposed method until to create the
optical flow image shown in (2) and (3) of Fig. 4. Then, the
range of brightness including the target image brightness was
specified, and the area of this range was binarized as the area
including the target as shown in Figs. 5 (1) and (2). This range
was determined manually by referencing the histograms in the
brightness of the two opticsl flow displacement images. Next,
as shown in (3), a union of the two white areas in (1) and (2)
was created, and a convex hull contour was created similar to
Fig. 4 (7). (4) shows the image in which the original frame
was displayed on this convex hull contour. Then, the contour
of the target area in (4) was blurred similar to Fig. 4 (8).
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Figure 4: Intermediate processing result images in the proposed method

Figure 5: Target containing area based on optical flow

5 EXPERIMENTAL RESULTS AND
ANALYSIS

To evaluate the effectiveness of the proposed method, com-
parative evaluations of extraction accuracy were conducted
using two extraction methods implemented in Sec. 4, that is,
both the proposed method and the method by using only the
optical flow.

5.1 Experimental Environment
The three types of targets, namely books, shown in Table

1 and the four types of backgrounds shown in Table 2 were
used as the experimental environment, and the accuracy was
evaluated with images combining them. As shown in Fig. 6,
books consisted of the following: B1 had a clear outline in
the lower half, B2 had a clear figure though did not have a

Table 1: Target object in experiment

No. Type Used target
B1 Clear contour Book 1
B2 Clear figure Book 2
B3 Flat Book 3

Table 2: Background object in experiment

No. Type Used backbroung
W1 Flat Wall without equipment
W2 Sparse Wall with equipment
W3 Bordered Wall with large monitor
W4 Complex Book shelf

clear outline, and B3 had a relatively flat image. As shown
in Fig. 6, backgrounds consisted of the following: W1 was a
flat wall; W2 was a wall with equipment placed in front and
relatively simple; W3 was a background with a clear bound-
ary by the monitor; W4 was a complicated background of the
bookshelf.

These images were taken by a wearable camera at almost
the same time in a laboratory. For the wearable camera, head-
set EPSON MOVERIO Pro BT-2000B shown in Fig. 7 was
used. it equipped a video camera on the part that hits the fore-
head as shown by the arrow in Fig. 7 and displayed its video
on the glasses. It was used with a frame size of 640 x 480 dpi
and 30 frames per second. Images were extracted from the
video shot by this camera by the experimental system men-
tioned in Sec. 4.
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Figure 6: Target and background in experiment

Figure 7: Wearable camera used in experiment

5.2 Evaluations with Adjacent Frames

First, using the difference between frames calculated by
Eq. (1), adjacent five frames were extracted to create ad-
jacent four pair frames such as the pair (f1, f2), (f2, f3) as
shown in Fig. 2. And, four experiments were conducted for
each combination of a target and a background by using them.
Figure 8 shows the transition of the difference fluctuation in
the frames of book B1. The relatively flat periods in Fig. 8
corresponds to the one in which the book was moved in front
of each background in Table 2; the relatively large fluctua-
tion corresponds to the displacement from one background to
another one. Note that the magnitude of these fluctuations is
different among backgrounds, and it is larger in W4 (com-
plex) than in the others. So, in this experiment, the threshold
L1 in Fig. 2 was set to 2.0 for W2 and 1.0 for the others.

Next, for all combinations of the three books and the four
types of backgrounds, comparative evaluation of the extrac-
tion accuracy of the target by the proposed method and by
using only the optical flow was conducted. Figure 9 shows
the results. The accuracy was set to 1.0 when the target can
be extracted with the convex hull contour shown in Fig. 4 (7)
or in Fig. 5 (4); it was set to 0.5 when though the target is

Figure 8: Transition of difference from previous frame

Average accuracy

B1 B2 B3
Avg.

Figure 9: The average accuracy of target extraction with ad-
jacent frames

not completely extracted in this case but completely extracted
with the contour blur such as Fig. 4 (8); it was set to 0.0 when
the target is not completely extracted even with the contour
blur. And, the average on the above-mentioned 4 pair frames
was calculated.

As shown in Fig. 9, for B1 (Book 1), the proposed method
could achieve relatively high accuracy. Besides, though a part
was missing after the convex hull contour processing in the
case of the backgrounds W3 (Bordered) and W4 (Complex),
it was completely extracted after the contour blur. However,
for B2 and B3 (Books 2 and 3), the fluctuations in the accu-
racy were large, and there was no significant difference from
the method by using only the optical flow as shown “Avg”
(average) at the right end.

Furthermore, for B1 in Fig. 9, the accuracy was lower
than by using only the optical flow only in the case of the
background W3. So, its cause was analyzed. Figure 10 (1)
shows the displacement distance of the optical flow and Fig.
11 shows its histogram. As shown in Fig. 10 (1), though
there was a bright part in the upper right from the target, the
target area was almost captured. Here, as shown in Fig. 11,
the maximum displacement distance is 2.8 pixels, which is the
displacement distance in the upper right bright area. However,
the brightness difference between the background and target
was equivalent to 0.6 pixels, in which the former’s brightness
is 0 (black). This shows that since the target’s displacement
distance was extremely small, a clear difference image of the
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Figure 10: Analysis of image missing part of target

Brightness

Number of pixels

Figure 11: Histogram of optical flow of distance

target could not be obtained as shown in Fig. 10 (2). As a
result, as shown in Fig. 10 (3), the upper right of the target
was missing while the binarization; it was also the same in
extraction target in convex hull contour as shown in Fig. 10
(4).

5.3 Evaluations with Increasing Frame
Interval

Based on the analysis results in Sec. 5.2, I evaluated the
change in the accuracy of the proposed method while the
frame interval was increased for objects B2 and B3. In this
experiment, frame f1 was used for the previous frame in all
the case, and the frame intervals were sequentially extended
as of (f1, f2), (f1, f3). The same frame was used as in Sec.
5.2.

Figure 12 shows the result. The horizontal axis shows the
number of frame intervals, and the vertical axis shows the
average accuracy of each target against four backgrounds in

Average accuracy

Number of frame intervals

Figure 12: Transition of average accuracy with number of
frame intervals

Figure 13: Analysis of missing vertices

Table 2. The accuracy was improved by extending the frame
interval, and when the interval was 3, the average accuracy
became 1.0 in both targets. However, in the case of interval
4, for target B3 and background W4, the corner was missing
while the convex hull contour although it could be completely
extracted after the contour blur. The previous frame in this
case was the one shown in Fig. 1 (a).

I analyzed this case and found that although the target was
extracted in the difference image as shown in Fig. 13 (1), the
corners were rounded while the median filter processing as
shown in (2). As a result, the corner of the target was missing
in the extraction by the convex hull contour as shown in (3).
However, this missing was so small that it was completely
extracted by the contour blur processing as shown in (4).

This method assumes blurring to use for deep learning, so
the final area expands. Therefore, this problem does not occur
while this method is performed with blurring. However, when
the image after the convex hull contour is used, the corner
should be also extracted in this image. For this purpose, for
example, in the erosion and dilation processing mentioned in
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Figure 14: Analysis of extraction failure with optical flow

Sec. 4.1 and shown in Fig. 4 (7), the target area should be
dilated enough to recover the rounding by the filter.

Furthermore, the method by using only optical flow was
evaluated in the same case namely the target B3 and the back-
ground W4. As a result, the accuracy was 0.0 in all number
of frame intervals. Figure 14 shows the case where the num-
ber of frame intervals was four. As shown in (1) and (2), in
this case, unlike the case shown in Fig. 5, a continuous area
including the target could not be obtained. So, similar to Fig.
1 (b), it was divided into multiple areas while the binariza-
tion as shown in Fig. 14 (3). Therefore, as shown in Fig. 14
(4), the whole target area could not be extracted even after the
convex hull contour. Note that the upper left part of the quad-
rangle indicated by the gray arrow with white frame in Fig.
14 (3) was separated as noise while the erosion processing
and excluded.

5.4 Evaluation Results

As shown in Figs. 12 and 13, when using an image after
the contour blur, the area including the whole target could be
extracted by the proposed method. However, it was necessary
to adjust the interval between the using frames appropriately.
Here, as shown in Fig. 11, the max displacement distance of
pixels between frames can be grasped from the optical flow.
Therefore, it is considered that an appropriate frame pair can
be obtained by excluding the frames if this distance is not in
the designated certain range.

Besides, when the target area extracted by the proposed
method was used without the contour blur, I found the cor-
ners might be missing as shown in Fig. 13. So, as mentioned
in Sec 5.3, the dilation should be performed according to the
rounding by the median filter.

Furthermore, the motivation for this study is to collect the
data for training and discrimination for deep learning effi-
ciently. For this purpose, it is necessary to automate the se-
lection of the following points mentioned in Sec. 4.1: the rep-
resentative background point in the optical flow, and the area

including the target after the binarization. These are chal-
lenges of the future study along with the automation of the
above-mentioned extracting the appropriate frame pairs.

6 CONCLUSION

By using videos from mobile cameras such as wearable
cameras, we can efficiently collect data for training and dis-
crimination for deep learning. However, for a small target,
since the discrimination accuracy deteriorates due to the influ-
ence of the background, it is necessary to extract a relatively
small area including the target from the video frame. How-
ever, for the mobile cameras, there was a problem in accuracy
to extract the target from various backgrounds in the frame
image by the conventional method.

For this problem, I proposed a method to extract the target
by creating a difference target image between the frames, in
which the backgrounds are superimposed based on the dis-
placement vector in the optical flow. Furthermore, through
the experiments, it was shown that the target area can be ex-
tracted with high accuracy by selecting the frame pair having
the appropriate displacement distance of the target.

The future study will focus on the automation of the pro-
posed method to efficiently extract the images of the target
area from a large amount of video.
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Abstract – As described in this paper, we investigate the 

establishment of a method that requires no prior knowledge 

of tourist attractions to estimate the optimal viewing time for 

cherry blossoms. Geotagged tweets are useful as a social 

indicator for estimating and acquiring local tourist 

information in real time because the information from tweets 

can reflect real-world situations. Earlier studies of methods of 

estimating cherry blossom viewing times have typically 

relied on the assumption that one knows a tourist destination: 

it is impossible to estimate cherry blossom tourist spots that a 

system user does not know. As described in this paper, we 

attempted automatic detection of spots using geotagged 

tweets with heat maps and visualization using configuration 

conditions. We described results obtained from verifying the 

optimal time to detect the auto-detected spot. 

 

Keywords: Mining, Sightseeing, SNS, Spot detection 

 

1. INTRODUCTION 
In recent years, opportunities are increasing for tourists to 

obtain tourism information using the web. Particularly 

because of the spread of social networking services (SNSs), 

various information is distributed and accumulated on the 

web. Some SNSs, such as Twitter, can accumulate and 

disseminate location information. We are currently using 

information from Twitter's geotagged tweets to estimate the 

best time to view cherry blossoms. A low-cost method [2] 

using a moving average was proposed to use this information 

for estimating the optimal time for observing phenologic 

phenomena. The proposed method can estimate the best time 

to view cherry blossoms in prefectures and municipalities 

where tweets with geotags are sufficiently obtainable. 

Moreover, the geotagged tweets used for this method are 

useful as a social indicator elucidating real-world situations. 

This method of estimating viewing times can use local 

tourism information effectively in real time. 

Existing methods require that users have a known and 

preferred destination for cherry blossom viewing. Therefore, 

existing methods can not provide information related to the 

best time to see cherry blossom spots at locations that are 

unknown to users. For users to be comfortable using the 

system, it must be independent of the user’s knowledge. 

Therefore, this study assesses a method for automatic spot 

detection to be used in combination with existing methods to 

estimate optimal timing. This method establishes a 

comprehensive extraction method that is useful for tourists 

who want to make phenological observations: they can detect 

locations and estimate the best cherry blossom viewing times. 

As described herein, we conducted an experiment to 

ascertain whether cherry blossom sites can be detected 

automatically from tweets, or not. This report explains that 

the automatic spot detection can reveal unknown spots. 

 

2. RELATED RESEARCH 
Diverse information such as location information, images, 

and character strings are accumulated continuously and in 

large amounts by SNSs. Earlier research efforts have 

examined extraction of such information from SNSs. 

Yoshida et al. [3] predicted a tendency for tweets to be 

retweeted frequently. The tendency was examined using two 

methods: Potentially Retweeted Scoring (PWRTS) and 

Reverse retweet propensity scoring (IRTS). Experiment 

results have shown that the IRTS trend for Tweet detection 

might be worth considering in both English and Japanese. 

Isokawa et al. [4] detected changes in local regional 

characteristics based on patterns from earlier statistical 

congestion data. They analyzed changes while particularly 

addressing regional characteristics. Using statistical analyses 

for which a spatial mesh and change points were set in two 

counties, they confirmed regional changes quantitatively 

when a specific new, large facility was created. 

Hubert et al. [5] performed sentiment analysis by finding 

correlation in public reactions to government tweets. They 

demonstrated identification of people’s emotions in response 

to government tweets and visualized the emotions. 

Guangyao et al. [6] described that the core content 

improves a category-based collaborative filtering algorithm 

based on the user authority. The newly proposed algorithms 

overcome shortcomings of traditional collaborative filtering, 

i.e., the problem of an extreme sparsity matrix. 

Maenaka et al. [7] proposed the Sakura Sensor, a 

participatory sensing system that extracts landscape route 

information automatically from videos taken using an in-

vehicle smartphone. It then shares the data among user nearly 

in near real time. Using the method described by Maenaka et 
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al., we were able to confirm cherry blossoms in a flowering 

state with accuracy of about 74% and a recall rate of 84%. In 

addition, the k-stage sensing method achieved the same point 

of interest detection rate in half the sensing time as that shown 

by the conventional method. 

Finally, although research on SNS and regional changes 

has been conducted as described above, no study of cherry 

blossom spot analysis has been reported. Therefore, for this 

study, we detected the cherry blossom sightseeing spots 

automatically and estimated the best time to view them. 

 

3. PROPOSED METHOD 
For this research, we propose a method that can estimate 

an optimal viewing time irrespective of the amount of 

available knowledge. Earlier studies demonstrated that if a 

person can see the number of geotagged tweets in a prefecture 

or city, then that person can estimate the best time to visit. 

Estimation of the best time in Tokyo in 2018 by comparing 

the cherry blossom bloom date with the full bloom day [8] 

observed by the Japan Meteorological Agency demonstrates 

that the existing method [9] had 100% recall and 53.3% 

accuracy. It is noteworthy that the full-bloom day is a state in 

which about 80% or more buds of the sample tree are open. 

Therefore, the best time estimate continues even after the full-

bloom day. Using this conventional method, one can estimate 

the best time for viewing after the full-bloom day for a 

prefecture or municipality unit. Furthermore, specification of 

the prefecture name and municipality is necessary at the time 

of estimation. For the map, the proposed method used the 

latitude and longitude information attached to the tweet. The 

number of tweets was visualized using a heat map. 

Subsequently, the conditions were set using the heat map. 

Tourist spots were detected. Using the existing method, we 

conducted an experiment to ascertain whether the 

automatically detected spots can be best-time estimated. 

 

 

4. EXPERIMENT METHOD 
This chapter presents an estimation method for automatic 

spot detection and for the best time to see it. 

 

4.1 Preprocessing and Data Use 
This section presents descriptions of preprocessing and 

the data used. Using the Streaming API [10], we collected 

geotagged tweets with location information including latitude 

and longitude in Japan. Then we analyzed tweets with 

biological names. For this experiment conducted during 

February 17, 2015 through July 29, 2019, the transition of 

tweets related to cherry blossoms was confirmed with 

analyzed organism names as "さくら", "サクラ", and "桜". 

For tweets in Tokyo, we used a simple reverse geocoding 

service [11] of the Research Institute of Agriculture, Forestry 

and Fisheries for latitude and longitude information and 

prefectures, municipalities, based on the latitude and 

longitude information of geotagged tweets that include 

location information. Analyses were conducted using general 

towns and streets within the name / city planning area. For 

tweets in Shizuoka, we extracted tweets with latitudes of 

approximately 34.603 to 35.416 and longitudes of 

approximately 137.494 to 139.175. Analyses were conducted 

using latitude and longitude information. 

 

4.2. Automatic Spot Detection 
This section presents a description of the correct data and 

method used for automatic detection of cherry blossom spots. 

First, we set 64 correct answer spots corresponding to cherry 

blossoms in Tokyo from the Walker + 2019 edition of 1,000 

views [12]. Similarly, we set 40 correct data for Shizuoka 

prefecture. Spots were determined when generating a 3D map 

using spreadsheet software (Excel; Microsoft Corp.) and 

using heat map shading to meet the conditions. Figure 1 

presents the heat map shading and condition range. A small 

tweet quantity is displayed in black; large quantities are in 

white. There, range (1) is 85%–100%; range (2) is 60%–85% 

(0%, black; 100%, white). 

 

 

Figure 1: Light and shade of the heat map and condition 

range. 

 

The proposed method is a system for automatically 

detecting sightseeing spots: it is independent of the amount of 

user knowledge. At the initial stage, we investigate whether 

the proposed method can achieve automatic detection of 

existing spots. Therefore, we set a square with a 100 m side 

and a circle with 1 km diameter centered on the latitude and 

longitude indicated by Walker + as the correct answer spot. 

Then, three conditions were set as conditions for automatic 

detection: Condition 1 – the square contains tweet volume (1) 

(range (1) in Fig. 1); Condition 2 – the circle contains tweet 

volume (1) (range (1) in Fig. 1); Condition 3 – the circle tweet 

volume (2) (range of (2) presented in Fig. 1) is included. 

Using this condition, we confirm whether the correct answer 

spot can be detected automatically from the tweets. We show 

how many correct answer spots were detected using 

automatic spot detection. Then we calculate the spot 

automatic detection rate. The method obtains the value by 

dividing the spots detected automatically by the number of 

correct answer spots. Figure 2 portrays the squares and circles 

set within the correct range. 

 

  

Figure 2: Range of correct answers. 

66

International Workshop on Informatics  ( IWIN 2020 )



 

4.3. Judgment of Cherry Blossom Viewing 

Time 

As the best time estimation method, we use the existing 

method [8], which uses a weighted moving average. This 

section presents a description of existing methods. 

 

4.4. Weighted Moving Average 

The weighted moving average used for the existing 

method applies weights assigned to the respective values of 

data. By adding weights, we improved the recall and accuracy 

of best time estimation. With the existing method, the median 

was set to 1. Values ± 0.5 from the median were taken 

respectively as the minimum and maximum values. In 

addition, except for the median, weights from the lowest 

value to the highest value were assigned linearly. The third 

decimal place was rounded. Taking the 5-day weighted 

moving average used for the existing method as an example, 

the following equation (1) was obtained. Here, 𝐻𝑎𝑣𝑒5 

represents the weighted moving average for 5 days;  𝑥𝑦 is the 

number of tweets 𝑥 for 𝑦 days prior. 

 

𝐻𝑎𝑣𝑒5 = (𝑥5 ∗ 0.5 + 𝑥4 ∗ 0.75 + 𝑥3 ∗ 1 

+𝑥2 ∗ 1.25 + 𝑥1 ∗ 1.5)/5 (1) 

 

4.5. Method for Best Time Estimation 

Using a simple moving average and a weighted moving 

average, the following estimation method was set for the 

frequency of appearance of each geotagged tweet including 

the target word. Results were analyzed by date to estimate the 

best viewing period. 1) We used a one-year simple moving 

average to ascertain the period during which tweets about 

cherry blossoms increased. 2) Because the number of tweets 

tends to be higher on Saturdays and Sundays, the 7-day 

weighted moving average was used on a weekly basis. 3) A 

5-day weighted moving average was used based on the 

average number of days from the flowering of cherry 

blossoms to full bloom, which is 5 days. The best time to see 

each tourist spot was estimated using these best time 

estimation criteria. Next, we set two conditions for the best 

time to see the cherry blossoms. Condition 1: Number of 

tweets ≥ 1-year moving average, Condition 2: 5-days moving 

average ≥ 7-days moving averageAnd3 consecutive days. 

The cherry blossoms are in full bloom when both conditions 

1 and 2 are met. 

 

5. EXPERIMENT RESULTS 

This chapter presents results of automatic spot detection 

and its best time estimation. 

 

5.1. Automatic Spot Detection 

We visualize the tweet frequency by application of 

latitude and longitude information of geotagged tweets to the 

Excel heat map. An experiment was conducted to assess 

automatic spot detection using the conditions presented in 4.1 

and the range of correct answer spots. As an example, Figure 

3 shows spots (Jindai Botanical Park) that meet Condition 1. 

Figure 4 shows spots (Ukima Park) that meet Condition 2. 

Table 1 presents the same decision results for all 64 cases in 

Tokyo. Table 2 shows the spot automatic detection rates 

under conditions 1–3 obtained based on results of all 64 

judgments in Tokyo. Table 3 presents the same decision 

results for all 40 cases in Shizuoka. Table 4 shows the spot 

automatic detection rates under conditions 1–3 obtained 

based on results of all 40 judgments in Shizuoka. 

 

 

Figure 3: Correct answer spots that meet condition 1. 

 

Figure 4: Correct answer spot that meets condition 2. 
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Table 1: Judgment results of all 64 correct answer spots in Tokyo 

 

 

Table 2: Spot automatic detection rate in Tokyo 

 

 

Table 3: Judgment results of all 40 correct answer spots in Shizuoka 

 

 

Table 4: Spot automatic detection rate in Shizuoka 
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As presented in Table 2, 27 correct answer spots were 

found for which the range of tweet volume (1) was included 

in the 100 m square of condition 1. The spot automatic 

detection rate was 42.2%. In condition 2, the number of 

correct answer spots in which the tweet volume (1) range was 

included in a circle of 1 km diameter was 39. The spot 

automatic detection rate was 60.9%. Under condition 3, the 

number of correct answer spots which included the range of 

tweet volume (2) within a circle with a diameter of 1 km was 

51. The spot automatic detection rate was 79.7%. 

As presented in Table 4, 10 correct answer spots were 

found for which the range of tweet volume (1) was included 

in the 100 m square of condition 1. The spot automatic 

detection rate was 25.0%. In condition 2, the number of 

correct answer spots in which the tweet volume (1) range was 

included in a circle of 1 km diameter was 16. The spot 

automatic detection rate was 40%. Under condition 3, the 

number of correct answer spots which included the range of 

tweet volume (2) within a circle with a diameter of 1 km was 

25. The spot automatic detection rate was 62.5%. 

The reason for the low spot automatic detection rate under 

condition 1 is that the range of the 100 m square was overly 

narrow. In fact, many spots are famous for cherry blossoms. 

Each one is a correct answer, such as a park or garden, but 

each covers a large area. A 100 m square cannot encompass 

such a large park. In Condition 2, the correct answer spot that 

was leaked in Condition 1 was also found. However, a new 

difficulty is that tweets are scattered to that extent in large 

parks and gardens. Because the tweet points of origin are not 

concentrated in one place, one can infer when regarding the 

tweet volume that the number of tweets did not increase to 

the threshold range of tweet volume (1). A large tourist spot 

such as a park or garden cannot be estimated correctly if the 

range of conditions is narrow. 

Differences between results obtained in Tokyo and 

Shizuoka are explainable: an important difference is the 

number of tweets which can be extracted. About 145,000 

tweets were extracted in Tokyo, but only about 14,000 were 

extracted in Shizuoka. The difference in the extracted tweets 

is therefore about 10 times: the number of spots that can be 

detected decreased automatically. However, it might be 

improved by increasing the number of data using other SNS. 

In Shizuoka Prefecture, correct answer spots are located at the 

mountains and at the foot of the mountains. Some of them are 

out of reach of radio waves. Some can only accommodate 

four buses a day. Therefore, moving by car is necessary. 

Perhaps tweeting is impossible because a person is driving. 

The tweet might not be detected because parking positions 

were sparse. Figures 5–7 present the respective 

communication areas, marked as gray, of three telephone 

services in Japan: au™, NTT docomo™, and Softbank™. 

 

 

Figure 5: au™ communication areas. 

 

 

Figure 6: NTT docomo™ communication areas. 

 

 

Figure 7: Softbank™ communication areas. 

 

The possibility of detecting an unknown spot is described 

next. For this experiment, we investigated the condition 

settings for automatic detection of existing spots. However, 

the tweet amounts during the experiment met conditions in 

some places other than those of existing spots. For example, 

spots such as Notsuda Park and Onda River in Tokyo, and 

Kakegawa Castle Park and Fujikawa Rakuza in Shizuoka 

were also extracted. Survey results confirmed that, other than 

spots with correct answers, these are also cherry blossom 

tourism spots. Further examination of extraction conditions 

must be done in future studies, but the proposed method can 

support the discovery of unknown spots. 
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5.2. Best Time Estimation 

Results demonstrate that the automatic spot detection 

method described in 5.1 identified 51 cherry blossom tourist 

spots. We used the existing method to infer the best times to 

view cherry blossoms at the detected spots. As an example, 

we present the famous Meguro River cherry blossoms 

because the total amount of tweets is large. Using the 

existing method, we did not experiment when the tweets 

were few. Therefore, we chose a spot with a large total 

amount of tweets that is being tested using the existing 

method. Figures 5–7 present results of the best times to view 

cherry blossoms on the Meguro River during 2018–2019. 

Best time estimations, presented as gray, were found. We 

calculated the one-year moving average for tweet numbers 

on a daily basis. We calculated the seven-day weighted 

moving-average on a daily basis. The five-day weighted 

moving- 

 

 

Figure 8: Meguro River in 2017. 

 

 

Figure 9: Meguro River in 2018. 

 

 

Figure 10: Meguro River in 2019. 

 

Next, Table 5 presents a comparison between the period 

from the blooming of cherry blossoms in Tokyo to full bloom 

observed by the Japan Meteorological Agency and the 

estimated best time to view cherry blossoms along the 

Meguro River. The period from flowering to full bloom of the 

Japan Meteorological Agency is indicated by a black arrow. 

The gray part represents the best time to see it, as estimated 

using the proposed method. Table 6 presents the recall and 

precision of each year when the Meguro River cherry 

blossoms are estimated. 

 

Table 5: Comparison of cherry blossom viewing times 

 

 

Table 6: Recall rate and precision rate for cherry blossom 

viewing 
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From Tables 5 and 6, we obtained good results as best 

time estimates in 2017 because the period from flowering to 

full bloom, as indicated by the Japan Meteorological Agency, 

can be estimated as in full bloom. It is also possible to 

estimate that it is still in full bloom. In 2019 as well, the recall 

rate did not reach 100%, but sufficient results were obtained. 

An estimate can be done without interruption from start to 

completion of best time estimation. However, in 2018, less 

than half of the period from flowering to full bloom indicated 

by the Japan Meteorological Agency was estimated. Probably, 

estimation from the start to the end of the full bloom was 

made to some degree. Based on the discussion presented 

above, estimation results of sufficient cherry blossom 

viewing times were obtained, except for 2018. The method is 

somewhat applicable even when used as it is. Of the last three 

years, two have been successful: in 2018, the recall and 

precision decreased considerably. Depending on the cause in 

2018, it might be difficult to apply the existing method as it 

is. The next section presents an explanation of causes of the 

decreased accuracy in 2018. 

 

5.2.1. Causes of Reduced Recall in 2018 

The decreased recall in 2018 was investigated. Results 

indicate the weather as a factor reducing the recall rate. 

Weather information for March 2018 was obtained from the 

goo weather website [13]. Table 7 shows weather information 

for March 2018: ● are sunny, ▲ are cloudy, × are rain, and 

■ are snow. 

 

Table 7: Weather information for March 2018 

 

 

Table 7 shows sunny weather for March 17, when the 

meteorological agency indicated the best time for viewing. 

However, the number of outings probably decreased because 

the temperature dropped considerably on March 15 and 16 as 

a result of cloudy and rainy weather. Although the 

temperature rose on March 18 and 19, the number of tweets 

did not increase, probably because the weather was cloudy. 

Then, during March 20–22, bad weather including cloudiness, 

rain, and snow continued. These effects probably reduced the 

estimation results for cherry blossom viewing times 

considerably. The existing method is intended for best time 

estimation without consideration of weather information. 

Therefore, weather strongly influences the estimation result. 

For the study using the existing method, the best time 

estimate is that for each prefecture. Therefore, the influence 

of weather is slight. However, results obtained from this 

experiment demonstrated that the influence of weather on the 

tweet becomes strong when one examines one tourist spot 

unit, as in this case. In other words, one can apply the existing 

method as it is to estimate the best time to view cherry 

blossoms in large prefectures. Nevertheless, results 

demonstrate that noise greatly disturbs estimation results, 

such as the estimation result in 2018, because the weather 

effects become stronger when the granularity is fine. Each 

tourist spot becomes a unit. 

 

6. CONCLUSION 

This study was conducted to establish a tourist spot 

detection system requiring no prior knowledge of a tourist 

area. Earlier research examining this system detected spots 

that had been featured in magazines and in tweets from the 

internet. Next, we checked whether the optimal time can be 

estimated for automatically detected spots. We applied it to a 

heat map using latitude and longitude information of the 

geotagged tweet. By applying the conditions there, we 

detected cherry blossom tourist spots automatically. From 

experiments in Tokyo and Shizuoka, spot detection rates were 

42.2% and 25.0% under condition 1, 60.9% and 40.0% under 

condition 2, and 79.7% and 62.5% under condition 3. The 

experiment detected many existing spots, confirming the 

possibility of automatic detection of tourist sites. Moreover, 

the discovery of some spots other than the correct answer spot 

presented the possibility of discovering unknown spots. Next, 

we estimated the best time to view cherry blossoms in the 

Meguro River. The recall rates were 100% in 2017, 33.3% in 

2018, and 71.4% in 2019. Except for 2018, satisfactory 

results were obtained. In 2018, its accuracy was reduced 

greatly because of the influence of weather. The problem 

persisted. Nevertheless, the system presents opportunities for 

development because it requires no prior knowledge of cherry 

blossom sightseeing spots to estimate the best time to view 

cherry blossoms. In addition, even in spots from which vastly 

numerous tweets are issued, the weather exerts a strong 

influence. Therefore, results demonstrated that the existing 

method using the weighted moving average cannot be applied 

as it is. The proposed method demonstrated the possibility of 

automatic detection of cherry blossom tourist spots 

depending on the setting of conditions. However, the existing 

method using a weighted moving average was not directly 

applicable to the detected tourist spots. Therefore, future 

studies must be conducted to improve the spot detection rate 

of the automatic detection method of tourist spots and to 

improve the spot detection rate to assess the spot situation. 

Furthermore, we expect to examine an optimal time 

estimation method for specific examination of spot units. 
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Abstract - We develop a rice cultivation management 
system using field servers (FSs) to reduce the workload of 
farmers. The system realizes the possibility to manage 
environmental data for rice fields using sensors. The 
features of our FSs are reasonable price and mobility. To 
achieve the reasonable price, the accuracy of time 
synchronization is sacrificed. The system we have 
developed may not be able to obtain data due to rare 
accidents such as a car stopping next to an FS. This paper 
describes a new algorithm to solve the above problem. The 
proposed algorithm includes a data retransmission algorithm 
named simultaneous-transmission-type flooding algorithm. 
We also report the experimental results. This algorithm is 
robust for the rice cultivation management systems because 
it uses a robust resend algorithm in the FS. Therefore, it 
meets farmers' expectation of utilizing reasonable FSs. 

 
Keywords: LoRa, IoT, Fail-safe, Multi-hop, Ad Hoc 
transmission algorithm, Rice, Time synchronization  

1 INTRODUCTION 

The agricultural working population has decreased by 
approximately 925,000 from 2010 to 2019 [1]. The situation 
in the field of agriculture has been dire. Hence, development 
of Internet of things (IoT) to support rice farming is desired. 

We develop a rice cultivation management system using 
the field servers (FSs) to reduce the workload of farmers [2, 
3, 4]. It is a system that can acquire environmental data of 
rice fields using a sensor, send the data to the master unit 
system using Low Power Wide Area (LPWA), and check it 
on the website. The system has a reasonable price; therefore, 
rice farmers can make a profit even if they introduce one FS 
for each rice field [2]. We set one slot as tens of seconds to 
allow for time error. Hence, the star method used in 
conventional LPWA communication was not practical 
because it required nearly 1 h to send data for 100 FSs to the 
master unit system. Therefore, we proposed a data collection 
algorithm to collect data within a short period of time [3]. 
Using this algorithm, it is possible to collect all the data in a 
few minutes, thus achieving a user's request within 5 min. 

However, this system needs to be more reliable. Since the 
height of the FS is approximately 1 m, the developed system 
may not be able to obtain data owing to an accident such as 
signal interference due to a car stopping next to a FS. This is 
a very rare phenomenon, but the system must never make a 
transmission error. As shown in Figure 1, it is necessary to 
improve the reliability of retransmission by changing the 
transmission route. 

Recently, the simultaneous-transmission-type flooding 
algorithm has been proposed as a data collection technology 
[5]. This method can build a stable and efficient sensor 

network by repeated flooding without the use of routing. 
However, this method requires high-precision time 
synchronization and the apparatus becomes expensive. 
However, a low cost FS is desired in Japan. In addition, as 
with the star method, data collection requires a significant 
amount of time. Therefore, this method cannot be used to 
collect data from hundreds of FSs. 

 

Figure 1 Transmission failure and transmission route change. 
 
To achieve the reasonably priced FSs, the accuracy of 

time synchronization was sacrificed. For effective 
application to the rice field, it is necessary to have an 
algorithm that can tolerate time error, has high reliability of 
communication, and can collect data in a short period. In this 
paper, we propose an algorithm that collects data in a short 
period in an environment that accepts the time error. 

The data are collected in a short period using the 
proposed data collection algorithm. Then, master unit system 
requests the FS that could not receive the data correctly to 
resend data using the simultaneous-transmission-type 
flooding algorithm. The FS that was requested to resend the 
data retransmits data using the simultaneous-transmission-
type flooding algorithm. The simultaneous-transmission-type 
flooding algorithm is a very time-consuming method, but 
since the data collection algorithm shows almost no 
transmission error, this method was adopted because it is a 
useful method for transmitting data of a few FSs. 

 

2 OVERVIEW OF RICE CULTIVATION 
MANAGEMENT SYSTEM  

The rice cultivation management system monitors the 
water level in rice fields. The system is composed of the FS 
system, master unit system, and cloud service. Figure 2 
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shows the overall structure of the rice cultivation 
management system. The FS system is installed in the rice 
fields and accumulates sensor data for the water level. 
Further, the data are sent to the master unit system through 
the LoRa wireless network. The master unit system 
integrates the sensor data from the FS system and sends the 
data to the cloud service through the cellular telephone line 
or Wi-Fi. The water level can be checked on a mobile 
terminal via the cloud service. These services provide data 
to farmers serving as an alert regarding water levels, 
proposing a suitable work plan, preserving work records etc.  

Communication between the FS system and the master 
unit system using LoRa is possible due to long-distance 
communication. LoRa has been estimated to have a practical 
communication distance of 3,000–4,000 m as shown via a 
basic communication characteristics survey conducted 
previously [1]. The rice field of Ishikawa prefecture was 
considered; the linear distance between the master unit 
system and the FS system was within 3,000 m. Hence, we 
adopted LoRa, which enables direct communication 
between the FS system and master unit system. 

 

 
Figure 2 Rice cultivation management system. 

 

3 DATA COLLECTION ALGORITHM  

The data collection algorithm is explained [3]. An FS 
closest to the master unit system sends data to the master 
unit system. Other FSs create pairs and send data. The FSs 
that have sent data turn off the power. This is repeated until 
all the FSs are turned off. The data collection algorithm is 
detailed below. 

 
①  Turn on the power of each FS to start the servers. 
② Send a transmission request by broadcasting from the 

master unit system to the FSs. 
③ The FSs measure the sensor data. 
④ The FS closest to the master unit system transmits the 

data to the master unit system. The remaining FSs establish 
a connection with each other using the shortest distance and 
transmit the data from the remote FS to the pair FSs. 
⑤ Turn off the power of the FSs that have completed the 

transmission of data. 

⑥ Repeat④ and ⑤ until all FSs transmit data and their 
power has been switched off. 

 
Figure 3 shows an example of the six FSs. In step 1, FS 1 

transmits the data to the master unit system, FS 2 transmits 
the data to FS 3, and FS 4 transmits the data to FS 5. In Step 
2, FS 3 transmits the data received from FS 2 and the data 
held by it to the master unit system. FS 5 transmits the data 
received from the field server 4 and the data held by it to FS 
6. In step 3, FS 6 transmits the data to the master unit system. 
In the case of six FSs, the direct method requires six steps; 
however, the data collection algorithm consists of three 
steps and is twice as fast. 

 

 
Figure 3 Example of transmission to the master unit 

system. 
 

4 SIMULTANEOUS-TRANSMISSION-
TYPE FLOODING ALGORITHM 

The simultaneous-transmission-type flooding algorithm is 
explained in [4]. The first FS or master unit system 
broadcasts data to its range and powers down. Each FS that 
receives the data immediately broadcasts it and turns off the 
power. This is repeated until all the FSs are turned off. 

Figure 4 shows an example of six FSs. In step 1, the 
master unit system broadcasts data. FSs 1, 2, and 3 receive 
the data. In Step 2, FS 1 broadcasts the data. Further, FSs 2 
and 3 broadcast the data. FSs 4, 5, and 6 receive the data. 

 

Figure 4 Hierarchy broadcasting from the master unit 
system. 
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Simultaneous-transmission-type flooding method 
increases the number of packet transmissions as compared 
with the routing method; however, as the sequence is 
repeated until all FSs receive and transmit the data, it is 
definitely the best way to broadcast data to all FSs. This 
method was adopted because all nodes need to obtain 
information on routing transmission, and it is necessary to 
reliably send the data of unsent nodes to the master unit 
system. 

 

5 AD HOC TRANSMISSION ALGORITHM  

Roads exist in the rice fields. Since the FS for rice field is 
approximately 1 m high, the transmission may not be 
performed correctly if a car is parked in the path of 
propagation. When the position of the antenna of the FS is 
half the height of the car, it may interfere with radio waves. 
As shown in Figure 5, when the FS and the office are close 
to each other, it is difficult for the radio waves to go around 
an obstacle; the radio waves may not reach the master unit 
system under the following conditions. Condition 1 refers to 
a car parked within 1 m of the FS antenna. Condition 2 
refers to a car parked along the straight line connecting the 
FS and the office. To ensure transmission accuracy, we 
propose an ad hoc transmission algorithm to solve this 
problem. 

 
 

 
Figure 5 State of radio wave propagation. 
 
The data collection algorithm collects data from all FSs in 

a short period. However, since the data collection algorithm 
transmits data through a fixed route, sometimes the data 
may not be transmitted correctly. In such cases, the data will 
have to be resent via the simultaneous-transmission-type 
flooding algorithm. After data collection, the master unit 
system transmits the retransmission scheduling information 
indicating whether all the data has been correctly received 
using the simultaneous-transmission-type flooding 
algorithm. When the retransmission scheduling information 
is empty, it indicates that all data have been transmitted 
correctly. When retransmission scheduling information is 
present, data are transmitted from the FSs to the master unit 
system using the simultaneous-transmission-type flooding 
algorithm according to the scheduling. The detailed ad hoc 
transmission algorithm is shown below. 

 
 

//Ad hoc transmission algorithm  
 

1: Collect data from all FSs using the data  
collection algorithm  

2: While(){ 
3:   if (Was the master unit system able to collect data from 

 all FSs?) 
4:       then{ 
5:         Master unit system transmit the retransmission  

scheduling information by using the simultaneous- 
transmission-type flooding algorithm. 

6:              Break;} 
7:        else{ 
8:    Master unit system transmit the retransmission 

scheduling information by using the simultaneous- 
transmission-type flooding algorithm. 

9:       Data are transmitted from the FSs to the master  
unit system using the simultaneous-transmission-type  
flooding algorithm according to the scheduling. 

              } 
 

6 EXPERIMENTAL RESULT 

6.1 Experimental Environment 

We aim to develop a low-cost FS. Hence, the time error 
of the microcomputer is accepted and an expensive element 
such as a special crystal is not used. In the proposed method, 
the time is corrected once every hour when data are 
transmitted. Figure 6 shows the results of measuring the time 
error of the selected microcomputer ATMEGA328P-PU. The 
average time error is 3 s, the variance is 9, and the maximum 
error width is 7 s. 

The proposed ad hoc transmission algorithm was tested 
using a low-cost FS with time error. Since this is an 
operation confirmation experiment, the experiment was 
conducted indoors. We performed the experiment without an 
antenna. One master unit system and six FSs were used. IoT 
devices such as FSs are used outdoors. As there is no power 
supply, conventional measuring instruments cannot be used. 
We need to use a battery-powered measuring instrument. 
However, as such a measuring instrument is not available, 
we developed a battery-powered measuring instrument using 
a current sensor module called INA219 for current and time 
measurements [6].  

 

 
Figure 6 Microcomputer time error. 
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6.2 Experimental Results of the Data 
Collection Algorithm 

The experimental results of the data collection algorithm 
are shown in Figure 7. Figure 7(a) shows an example of the 
six FSs, while Figure 7(b) shows the sequence diagram of the 
example. In addition, Figure 7(c) shows the current 
waveform of FSs 4, 5 and 6.  Look at the circled area of Fig. 
7(C). The field server 6 is up for a few seconds, then the field 
server 5 is up, and a few seconds later, the field server 4 is up. 
In this way, our device has a time error, so it cannot start at 
the same time. Similarly, the timing to turn off the power is 
when the data is sent, so you can confirm that the power has 
not been turned off at the same time. 

 

 
Figure 7(a) Scheduling results with six FSs. 
 

 
Figure 7(b) Sequence diagram of Figure 7(a). 

Figure 7(c) Current measurement result of Figure 7(a). 
 
The current waveform indicates that the transmitted 

current is approximately 50 mA. Data are transmitted in the 

following order: FS 4, FS 5, and FS 6. Using this process, the 
data of FSs 4, 5, and 6 are sent to the master unit system. 
Next, the time correction signal from the base unit are sent to 
FS 6, FS 6 sends the time correction signal to FS 5, and then 
FS 5 sends the time correction signal to FS 4. Thus, we can 
confirm that processing is carried out correctly. 

6.3 Experimental Results of Simultaneous-
Transmission-Type Flooding Algorithm 

The experimental results of the simultaneous-
transmission-type flooding algorithm are shown in Figure 8. 
Figure 8 shows measurement results for one round. In step 1, 
the master unit system transmits the scheduling information 
by broadcasting. FSs 1, 2, and 3 receive the data and change 
the mode from reception mode to transmission mode, which 
requires 10 s. In step 2, since there are individual differences 
between the FSs, in this example, FS 1 transmits data first. 
Since the transmission cannot be performed at the same time, 
the other FSs wait for the transmission to end. The data sent 
by the FS 1 are received by FS 6. FS 6 changes the mode to 
the reception mode. FS 2 sends data, which are received by 
FS 5. Similarly, FS 3 sends data, which are received by FS 4. 
FSs 4, 5, and 6 also transmit data. This process seems 
unnecessary, but it is necessary because there is no way to 
check if all FSs have received the data. Whenever an FS 
receives data, it sends the data to complete the processing. 

 

Figure 8 Sequence diagram of the simultaneous-
transmission-type flooding algorithm. 

 

6.4 Experimental Results of the Ad Hoc 
Transmission Algorithm 

We explain the channel setting for the ad hoc transmission 
algorithm. The transmission channel is set as shown in Table 
1 such that no collision occurs. The simultaneous-
transmission-type flooding algorithm used FS channel setting 
mode 1. The data collection algorithm used FS channel 
setting mode 2. 

An experiment was conducted to confirm the operation of 
the proposed algorithm that sends the data of all FSs to the 
master unit system. Since data transmission errors rarely 
occur, we simulated an environment where data transmission 
errors occur intentionally and conducted experiments. Two 
examples are shown to display the working of the algorithm. 
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Table 1 FS Channel Settings 

 
 

 
Figure 9(a) Test example 1. 
 

 
 
 
 
Figure 9(b) Sequence diagram of test example 1. 

 
 
 
 
 

Figure 9(c) Current measurement results of test example 1. 
 
An experimental result of an example where transmission 

from FS 6 to the master unit system is disabled is shown in 
Figure 9. Figure 9(a) shows the operation image of the data 
collection algorithm. In step 1, FS 1 sends data to the master 
unit system, FS 2 sends data to FS 3, and FS 4 sends data to 
FS 5. In step 2, FS 3 sends data to the master unit system and 
FS 5 sends data to FS 6. In step 3, FS 6 sends data to the 
master unit system. However, communication is not possible 
due to the large distance between FS 6 and the master unit 
system. 

The master unit system determines that the 
communication is not complete, and broadcasts the 
retransmission scheduling information of FS 6 for which 
communication is not completed, using the simultaneous-
transmission-type flooding algorithm. In the next step, FS 6 
retransmits data using the simultaneous-transmission-type 
flooding algorithm. The master unit system rechecks whether 
all data have been received. When the master unit system 
determines that the communication has been completed, it 
broadcasts the retransmission scheduling information 
indicating that the communication has been completed. 

Figure 9(c) shows the measurement results of the current 
waveform during operation in Figure 9(b). We focused on FS 
1 and FS 3, and measured the current. The current at the time 
of transmission is approximately 50 mA. We compare the 
position of the transmission on Figure 9(c) to the blue box 
position showing transmission in Figure 9(b). Thus, we can 
confirm that the transmission position is the same. 

 

 
 

Figure 10(a) Test example 2. 
 

 #Node  Mode1  
#Channel 

Mode2 
#channel 

Master Unit 1 2 2 
FS① 2 2 2 
FS② 3 2 2 
FS③ 4 2 2 
FS④ 5 2 2 
FS⑤ 6 2 3 
FS⑥ 7 2 4 
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Figure 10(b) Sequence diagram of test example 2. 

 
The process in which all FSs acquire sensor data and 

collect the data in the master unit system is called one round. 
One round of processing is performed every hour. The 
second example is the measurement results for one round, 
which are shown in Figure 10(a). First, communication is 
performed according to the scheduling information. In step 1, 
FS 1 sends data to the master unit system, FS 2 sends data to 
FS 3, and FS 4 sends data to FS 5. In step 2, FS 5 sends data 
to FS 6 and FS 3 sends data to the master unit system. 
However, communication is not possible due to the large 
distance between FS 3 and the master unit system. In step 3, 
FS 6 sends data to the master unit system. The master unit 
system determines that the communication is not complete, 
and broadcasts the retransmission scheduling information of 
the FS for which communication is not completed in 
hierarchy, and shares the information with all FSs. Each FS 
compares the node information of the FSs that have not 
completed the communication with their own node number, 
and if the codes match, broadcasts data in hierarchy. When 
the transmission described in the retransmission scheduling 
information is complete, the master unit system rechecks 
whether has all data have been received. When the master 
unit system determines that the communication has been 
completed, it broadcasts retransmission scheduling 
information indicating that the communication has been 
completed.  

In this manner, even if the FS cannot receive the data due 
to some error, it can receive data from other nodes 
considering the redundant transmission. Therefore, it is a 
robust algorithm. 
      The data collection algorithm requires approximately log 
2n steps when the number of FSs is n [7]. The master unit 
system sends the retransmission scheduling information to 
FSs in one step; each unsent FS sends the data to the master 
unit system in one step. Therefore, the proposed algorithm is 
a useful technique in situations where there are few 
retransmissions. 

 

7 CONCLUSION 

Low cost FSs have poor time synchronization accuracy. 
Therefore, an algorithm that allows for a time error was 
required. We proposed an algorithm that works with low cost 
FSs and could collect data in a short period. However, this 
method was vulnerable to data transfer fail due to an accident. 
In this paper, we proposed an algorithm to improve the 
reliability of data transfer. The conventional method utilized 
a simultaneous-transmission-type flooding technology. This 
technology requires highly accurate time synchronization; 
however, by avoiding this perfect simultaneous transmission, 
it is possible to successfully operate with a low cost FS. 

As a result of the experiment, we have confirmed that all 
data of FSs can be sent. This protocol is robust for the rice 
cultivation management systems because the FS is stable. 
Therefore, it meets farmers' expectation to utilize a 
reasonable FS. 
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Abstract – RTK-GNSS is a promising technique, where the 

base station plays an essential role, is widely used in various 

applications requiring precise positioning. However, the 

base station correction signals are often interrupted, delayed, 

or discontinuous in mountain and snowy regions due to 

snow accumulation, single base-line area, and multipath 

errors. It has been therefore felt necessary of a reliable RTK-
GNSS infrastructure that can ensure the continuity and 

reliability of the base station data as well as enhance the 

overall performance of the positioning system. In this paper, 

we address these issues of RTK-GNSS by implementing 

two major components. The first component is a web-based 

real-time monitoring system that is developed in order to 

supervise the state of all surrounding base stations. The 

second component is a processing component, which is an 
algorithm specially designed to assign the most favorable 

base station from the list of multiple base stations. To 

achieve precise positioning, we proposed a rule-based base 

station assignment algorithm. In this approach, when the 

running base station has some problems or the user moves 

out of the base-line area, the next available yet the optimal 

base station is assigned dynamically. Experimental results 

demonstrate that the proposed approach can maintain the 
rover receiver positioning accuracy within the centimeter-

level even after the base station handover. By combining 

these two components' results, we were able to improve the 

reliability of RTK-GNSS positioning in challenging 

environments through continuous monitoring and by 

providing users with the most favorable base station. 

 

Keywords: RTK-GNSS, Base station assignment, Web-
based monitoring, Reliable infrastructure 

1 INTRODUCTION 

Long-term stable, reliable, and highly precise positioning 

and navigation functionalities are mandatory in many 

applications, including autonomous vehicles, precision 

agriculture, weather forecasting, drone, Geographical 

Information Systems (GIS). In the conventional single point 
positioning system, the user's position is instantly 

determined using a pseudo-range between each satellite and 

the user's receiver, where four or more satellites are needed. 

However, the positioning accuracy ranges from 10m to 30m, 

as various factors added as an error in the GPS 

observation[1]. Therefore, many technologies are developed 

to enhance positioning accuracy. One of the famous 

differential positioning systems that emerged since a few 
decades ago that provides centimeter-level accuracy is a 

Real-Time Kinematics-Global Navigation Satellite System 

(RTK-GNSS)[2]. In this system, a higher resolution distance 

information called a phase pseudorange is used instead of 

the code pseudorange. As shown in Figure 1, the precise 

position of a user or rover station is calculated with 

receiving measurement signals from satellites and the 

correction signal from the base or reference station. The 
precise position, called a fixed position, is within a few 

centimeters. However, the positioning accuracy of RTK-

GNSS is limited by different errors, including multipath, 

inaccurate base station coordinate, and environmental 

factors. Those problems are affecting in achieving the 

precise positioning of the rover station, which results in a 

less accurate position (i.e., within a few meters of accuracy), 

called a float solution.  
Specifically, in the Himalayan, mountain, or snowy area, 

various errors affect positioning accuracy and reliability. 

Once the base station is interrupted because of errors, the 

recovery time is often several minutes or even a few hours. 

Therefore, ensuring the data continuity and reliability of the 

base station under challenging environments is very 

important, particularly in a landslide and heavy snowfall 

area. Recently, a drone carrying medicines and equipment 
service, aiming to provide medical care to the remote 

mountain communities and precisely measuring the altitude 

of mountain, including Mt. Everest, is the subject of 

attention in the Himalayan country, Nepal[3][4]. Similarly, 

many applications, including mapping, survey, and precision 

agriculture, are increasing day by day. Thus, the authors in 

this paper proposed a modality of RTK-GNSS infrastructure 

that could enhance the system's overall performance and 
reliability. 

Figure 1: Working principle of differential correction 
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2 PROBLEM STATEMENT 

There are various errors factor that affect the reliability of 

RTK-GNSS and its positioning accuracy. GNSS positioning 

accuracy is mainly limited by two types of errors: distance-

dependent errors, and station-dependent errors[5]. The 

distance-dependent errors include orbital, ionospheric, 

troposphere delay, and station-dependent error includes 

multipath, antenna phase center variation, and receiver 

hardware biases. However, the distance-dependent errors are 
corrected by a base station in the RTK-GNSS system and 

neglected, if the base station and the rover stations are 

operating in the same environmental area (i.e., generally 

considered as 10km from the base station). Beyond this 

range, distance errors and the atmospheric conditions at the 

base and the rover station may significantly vary. Hence, 

these error factors cannot cancel out though differential 

processing. Therefore, it is ineffectual and cannot ensure the 
reliability of RTK-GNSS for a moving object such as 

autonomous vehicle aerial mapping and surveillance by 

Unmanned Aerial Vehicle (UAV). Thus, the outage of the 

base station data is a major concern, particularly for the 

moving rover. 

Besides, no redundancy of the base station is usually 

available if the running base station experiences any 

malfunctioning or hardware bias errors. Also, the RTK-
GNSS accuracy depends on other error factors, including 

coordinate accuracy of the base station, visible satellite 

information, and multipath errors. In the mountain or snowy 

area, where the landscape is uneven, hard frost weather, and 

chances of heavy snowfall, landslide, earthquake, and 

volcanic eruption, caused significant problems. As a bunch 

of snow covered the base station's antenna surface, the 

degradation of received GNSS signal and multipath error by 
snow surface as a reflector can be occurred. Thus, the 

differential correctional signal of a base station affects the 

positioning accuracy of the rover receiver. If the base 

station’s position is displaced or changed due to landslides 

or other natural disasters, this inaccurate coordinate 

degrades the positioning accuracy of the rover receiver. 

Therefore, ensuring the accurate coordinate of the base 

station is very important before that base station. Otherwise, 
there is a chance of misinterpretation as well as the chance 

of inaccuracy. In this scenario, it is generally needed to visit 

the actual fields to repair those unchangeable error factors, 
but that is not a cost-effective, reliable, and appropriate 

solution for real-time applications. Therefore, to increase the 

overall performance and build a reliable infrastructure 

system, a base station monitoring system and the multi-base 

stations network with seamless handover mechanisms are 

needed. 

3 BACKGROUND 

In our preliminary research, we proposed a concept of 

cost-effective RTK-GNSS infrastructure to enhance the 

accuracy and feasibility of positioning solutions[6]. In that 

research, we mainly focused on building a base-station with 

sensors network and solar harvesting system. Nonetheless, 

the major problem was encountered while experimenting in 

the mountain region. Notably, due to the snow accumulation 

problem on the base station antenna, the precise positioning, 
as well as time to first fix the solution, are negatively 

affected. In the RTK system, once the rover receiver 

receives the correction message from the base station,  the 

float solution is measured. To achieve precise positioning, 

the correct determination of the integer carrier phase 

ambiguities, called ambiguity resolution, is crucial. 

However, the time to get the first fix solution from the float 

solution is affected by snow accumulation, as shown in 
Figure 2. It shows that the time to first fix solution from 

float solution in snow existing case is significantly higher 

than without snow cases. Snow accumulation causes a 

significant problem in precise positioning while comparing 

carrier to noise ratio (C/N) of snow and without snow 

conditions. As shown in Figure 3, the carrier to noise ratio is 

decreased when the antenna is covered by 15cm snow height. 

The difference of carrier to noise ratio is around 8dB or 
more because of the signal diffraction inside the snow. As a 

result, the experiment result of more than 1m positioning 

error is observed. Also, distracted positioning solution and 

miss-fix solution was occurred in the snow accumulated 

antenna because of the multipath error. Likewise, previous 

studies have emphasized the effect of snow accumulation on 

the GPS antenna and verified the performance degradation 

and increasing of differential correction noise and multipath 
errors[7][8]. Besides those station-based errors, many past 

pieces of research point out the limitations of the current 

single baseline RTK while doing long-range operation with 

precise positioning that limits the rover receiver working 

area usually within 10km range from the base station[9]. Figure 2: Histogram of converging time 

Figure 3: Observed carrier to noise data 
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This is because of the spatial decorrelation of distance-

dependent errors induced by the ionosphere, troposphere, 

and orbital errors. For long-range applications, currently, 

several methods can be applied, such as Network RTK, 

including Master-Auxiliary (MAC), Virtual Reference 

Station (VRS), Pseudo-Reference Station (PRS). However, 

these methods are challenging to implement, need active 

communication links, demanding control center operation, 
stability issues, and expensive operation costs[10][11]. Also, 

a seamless handover with a fix to fix solution is challenging 

in these systems. Generally, it happened fix to float and then 

fix while doing handover, which is still insufficient to the 

real-time moving object. Therefore, to address the station-

based errors and the base station handover issues, we felt the 

necessities of reliable, smoothly operable, easily applicable, 

and cost-effective RTK-GNSS that can be used in different 
places and scenarios including the Himalayan and snowy 

regions. 

4 SOLUTION APPROACH 

This section explicitly describes the solution approach of 

the proposed system, mainly focused on the building of 

compact hardware system, sensors-based monitoring system, 

and continuous handover mechanism, as shown in Figure 4. 
The detailed explanations are as follows: 

4.1 Building a Compact Hardware  

This research is conducted by building a base station 

prototype module consisting of a GNSS receiver with 

antenna, micro-controller, and sensors network. In the rural 

and the Himalayan region, people live without electricity or 

have a severe power shortage problem. Therefore, a solar 

panel- an easily movable, self-sustainable, and reliable 

power source- is used. To process GNSS receiver and other 

sensors data, a micro-controller called Wio-LTE is used, 

which is a prototyping development board with LTE(4G) 

communication version of Wio Tracker (Wireless Input-

output) that enables faster IoT GNSS solutions[12]. To 
monitor each base station's physical condition, we used 

various sensors modules in respective base stations. For 

instance, the ultrasonic sensors are used to predict the base 

antenna's snow height, as shown in Figure 5. 

During this process, temperature fluctuation affects the 

sound wave an ultrasonic sensor. Thus, the temperature 

sensor is used in order to correct the temperature-related 

distortion of the measured value. Also, to precisely monitor 
the base station coordinate, we used a 3-axis digital 

accelerometer sensor that detects orientation, gesture, and 

motion in case of natural disasters. Besides that, to check 

battery voltage level and charging level, a battery state 

sensor is used. To make a compact hardware system, all 

sensors are connected in the micro-controller board that 

consists of a cellular modem, as shown in Figure 6. All data 

are sent to our server system in real-time. The base station 
antenna is fixed correctly at the accurate position. Similarly, 

to overcome the multipath errors and fully receive all visible 

satellite signals, the antenna is placed in an open sky 

environment such that all satellite signals are received as a 

line of sight (LOS) signal. This compact infrastructure 

consumes deficient power. At regular communication, the 

base station system needs 600mA to 2A current with a 5V 

power supply, making the system operation longer. 
Moreover, the system consists of a low-cost receiver and 

digital sensors, as shown in Figure 6. The total cost is 

around $150. In contrast, survey-grade receivers cost around 

$10,000, for instance. Therefore, our system can be 

comparatively cost-effective, movable, and easily installable 

in normal conditions and challenging weather areas. 

4.2 Web-based Monitoring System 

The first component of this research is a web-based 

monitoring system that is developed to supervise the state of 

all surrounding base stations in real-time. The base receiver 

data and the sensors data are collected in the centralized 

database through an internet connection. For a real-time 

application, a communication link between a base station 

and a user receiver is required. In choosing optimal and 

Figure 4: Complete system architecture 

Figure 5: Snow height measurement scenario Figure 6: Block diagram of base station 
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effective communication methods to apply in the Himalayan 

region, we must consider reliability and economic factors, 

including operational cost, maintenance cost, and the 

number of computations needed by the rover and the 

processing center. Considering the above factors, we found 

that cellular modem is one of the appropriate devices in the 

Himalayan region for this objective. To monitor the real-
time state of base stations, the server data are sent to the 

web-based platform to visualize the graph of all sensors data. 

The web-based graph is plotted on the web browser, which 

shows that each sensor's data is being updated with time-

lapse. This process of monitoring the real state of data is 

adequate, especially when the base stations' knowledge is 

manually needed for the assignment process. More 
importantly, the sensors' data are used in the base 

assignment process to determine an optimum base station. 

 

4.3 Base Station Assignment Algorithm 

The second component is a processing component, an 

algorithm specially designed to assign the most favorable 

base station from the list of multiple base stations. To 

achieve precise positioning, we proposed a Rule-Based Base 
Station Assignment (hereafter, RuBBSA) algorithm. In this 

algorithm, the rule is based on two major factors: sensors 

value, and the distance between the rover receiver and the 

corresponding base station. The sensor's measurement is 

used to monitor the base station's physical condition, such as 

the problems, including snow accumulation, battery power 

supply outage, and preciseness of base station coordinates. 

Moreover, when the user moves out from the operating 
baseline area and/or conditions when the base station is 

unable to send differential correction information to the 

rover receiver, this algorithm will be activated to assign a 

new base station. This processing of choosing an optimum 

base station from multiple base stations is the main target of 

this algorithm. The next available optimum base station is 

assigned dynamically with the seamless handover from this 

algorithm. For this handover process, two RTK engines are 
simultaneously run on the rover side because it is difficult to 

correctly determine the integer carrier phase ambiguities in 

single RTK. The ambiguity resolution, which is the 

important factor for precise positioning, is the process of 

resolving the unknown cycle ambiguities of double-

difference carrier phase data as integers. There are mainly 

three steps to determine ambiguities resolution: estimating 

float-valued ambiguities, finding the best integer ambiguity 

set, and validating the best ambiguity set. Thus, the 

proposed mechanism has two RTK-engines to provide 

continuous and precise positioning, even in the base station 

assignment.  

5 METHODOLOGY 

5.1 Working Mechanism 

This section explains the principle of the RuBBSA 

algorithm, and its approach explicitly, as shown in Figure 7. 

In this approach, there is server backend and user end. On 

the server-side, the server network system consists of two 

primary units: the database management unit, and a control 

unit. The database management unit is designed to 

manipulate and manage data. Generally, all physical sensors 
data, all base stations coordinate data, and real-time 

differential correction data of corresponding base stations 

are collected and then manipulated. These data are 

processed to the central unit called as control and processing 

unit, where the rule is created to specify the most favorable 

base station from multiple base stations. Primarily, the 

distance between the rover and each base station is 

calculated and list out all neighboring base stations on the 
hierarchical increasing order. The least distance is in the 

highest priority order. After that, physical condition of the 

corresponding base station, based on sensors value(i.e., 

snow height, antenna deflection, and battery voltage), are 

analyzed. If all the sensors' values are above the threshold 

Figure 7: RuBBSA approach 

Figure 8: Flowchart of RuBBSA approach 
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value, then the optimum base station is assigned through 

control unit. Thus, handover is done to the proper base 

station. On the other hand, if the base station is out of 

baseline area or the sensor's value is less than the threshold 

value, the currently assigned base station is replaced by the 

next adjacent base station. In this process checking the 

sensors' threshold value is done before assign in RTK engine. 

This process will continue until the base station meets all 
conditions. The threshold value of sensors is based on a 

different scenario, such as geographical area, working hours. 

For instance, the threshold value was selected as 5cm after 

doing multiple experiments in Wakkanai, Hokkaido because 

the CNR value is drastically decreased and time to first fix 

solution is increased from that point. The flowchart of this 

algorithm is shown in Figure 8. 

The RTK processing engine is placed on the user side, 
processing the differential correction signal from the base 

station and positioning data from the rover receiver. In this 

proposed system, two RTK engines, named primary and 

secondary RTK engines, are used to make a seamless 

handover operation. The primary RTK engine operates as a 

default RTK engine that runs until the handover is needed. 

The assigned base station from a control panel is linked with 

the primary RTK engine to provide precise positioning in 
the application layer. 

In the case of a kinematic rover receiver, it is continuously 

moving from one place to another. Therefore, the 

positioning information of the rover receiver is updated in 

the control unit regularly. Similarly, the new favorable base 

station is assigned and linked with the secondary RTK 

engine, which provides a fixed solution before the primary 

base station falls to the float solution, as shown in Figure 9. 
After the handover, the secondary RTK provides a 

positioning solution to the application layer. 

5.2 Determining of an Optimal Base Station 

In this section, the mechanism of relative positioning is 

briefly introduced. As shown in Figure 1, the code 

pseudorange ‘ρb’ and phase pseudorange ‘ϕb’ at base station 

‘b’ to satellite ‘s’ measured at epoch ‘t0’ can be modeled by  
 

           (t0) = (t0) + (t0) + (t0) + (t0)          (1) 
 

(t0)  = (t0) + (t0) + (t0) + (t0) +    (2) 
 

where, (t0), (t0), (t0) , (t0), are the 

geometric range, orbital errors, satellite-dependent errors, 

receiver-dependents errors, and phase ambiguity, 

respectively[13]. Also ‘ ’ is the wavelength, defined as  

= c/ , where c is the speed of light and  is the frequency 

of satellite carrier. In relative positioning, the code and 

phase correction of the base station for same satellite at base 

epoch ‘t0’ is calculated as: 
 

                     (t0) = (t0) - (t0)                             (3) 
 

                    (t0) = (t0) - (t0)                         (4) 
 

Similarly, in the rover receiver ‘r’ the code pseudorange ρr, 

and phase pseudorange ‘ϕr’ are calculated for the 

observation epoch ‘t’ because the range and range rate 

correction (RRC) referring to the base epoch t0 are 

transmitted to the rover receiver in real time. At ‘r’, the 

pseudorange, carrier phase and the pseudorange correction 

(PRC) for the observation epoch ‘t’ is modeled  by 
 

             (t) = (t) + (t) + (t) + (t)             (5) 
 

(t)  = (t) + (t) + (t) + (t) +           (6) 
 

               (t) = (t0) + (t0) (t-t0)               (7) 
 

where, (t-t0) is defined as latency. After applying the 

predicated pseudorange correction (t) to the measured 

pseudorange of rover receiver, the satellite-dependent bias 

has canceled out. Also, the base and the rover receiver have 

highly correlated satellite-receiver specific biases in a short 

base-line area. Neglecting these biases, the corrected code 

and the phase pseudorange are calculated in  the rover 
receiver as: 

            (t)corr = (t) + (t)                       (8) 
 

   (t)corr  = (t) + (t) +                  (9) 
 

where (t) = (t) - (t) and =  -  are the 

difference of phase ambiguities[13]. To determine the 

coordinate of an unknown point with respect to a known 

point. Thus, the baseline vector between the base and the 

rover is calculated with corresponding position vectors Xb, 

and Xr formulated as: 
 

                    Xr = Xb + Xbr                                             (10) 
 

=                             (11) 

 

Figure 9: Base assignment process in RTK engine 

Figure 10: Graphical view of sensors data 
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Here, the coordinates of the base point must be accurately 

known to calculate the rover receiver coordinate with high 

precision. To find the nearest base station, the rover receiver 

sends its position via wireless communication to the 

network control center where computations are carried out. 

To construct the observations, the range between the base 

stations and the rover receiver is computed using geographic 
coordinate system, where the nearest continuously operating 

base station is selected to the user. The distance between the 

rover and all neighbor base station is calculated as follows: 
 

 = E * arccos[(sin( ) * sin( )) + cos( ) * 

cos( ) * cos(  – )]                                     (12) 

Where, ‘latr’, ‘latb’, ‘longr’, ‘longb’ are the latitude of 

rover, latitude of base, longitude of rover and longitude of 

base respectively and all values are in radians. ‘E’ is the 

equatorial radius of earth and ‘D’ is the distance between 

rover and a base station.  

 Furthermore, the availability of base station is also 

measured through sensors data. For instance, ultrasonic 

sensors, voltage sensors, and 3-axis accelerometer sensors 
are used in this research. Besides these sensors, the other 

sensors can be used based on geographical and 

environmental conditions.  The threshold values need to be 

entered at the starting time. In this rule of the assignment 

process, there are following three cases. 
 

Case I:    Si  STH and Di ≤ Di+1;  optimum base station 
 

Where, ‘Si’ is the output of cumulative function of sensors 

values. The threshold value of  ‘STH’ is needed to set after 

various experiments. Also, ‘Di’ is the least distance between 
the rover, for ‘ith’ base station. Similarly,  ‘Di+1’  is the 

distance between next adjacent base station and rover. In the 

above scenarios, if the base station satisfies case I, this base 

station is considered as an optimum base station and assign 

this base station till the next handover is needed. 
 

Case II:  Si  STH and Di > Di+1;   keep and hold (OK) 
 

 If the base station satisfies case II, the base station is 

considered as an acceptable base station or the next potential 

base station. Thus, these base stations are kept and hold for 

the next handover. Handover may require while the rover 
moved far from the earlier base station and approach to the 

adjacent base station. In this case, the earlier base station 

will be dropped off and the adjacent base station will be 

handover for operating base station. 
 

Case III: Si < STH ;   remove from the list (NG) 
 

If the base station satisfies case III, it is considered 

functionless or not a referenceable base station. Therefore, 

this base station is removed from the list until it satisfies 

cases I or II. This situation may arise due to various reasons 

such as due to the accumulation of snow, increase of 

distance between rover and base station etc.  

6 DISCUSSION AND RESULTS 

To test the performance of the proposed system, the base 

station was set up and tested in the practical field. Based on 

the reliability, and consistency of the system,  two proposed 

components and their performance are carried. A set of task 

actions and obtaining results are described in the following 

sub-section. 

6.1 Discussion of Monitoring System and It’s 

Performance 

Base stations equipped with digital sensor network 

systems were deployed throughout all base stations. We 

have considered three significant problems in the mountain 

and snowy regions that affect the base station conditions. 
These problems are (1) snow accumulation, (2) natural 

disasters, and (3) power outage problems. Therefore, to 

address these problems, various cost-effective and easily 

applicable sensors are used. To address the problem (1); 

ultrasonic sensors are used in the base station to measure 

and predict snow height. We have done our experiment in 

the winter of Wakkanai, Hokkaido, where there was much 

snow, dense fog, and a cold-weather situation. For this 
experiment, we have used two ultrasonic sensors. One is 

used for measuring snow height on the antenna, and another 

is used for measuring snow height in the ground surface, as 

shown in Figure 5. 

Similarly, the 3-axis digital accelerometer is used to 

address the problem (2), which measures orientation, and 

deflection of the base antenna. This sensor is fixed along 

with base antenna such that small deflection or motion also 
measured when the base coordinate was changed by Figure 11: Experimental scenario 

Figure 12: Positioning solution in primary RTK engine 
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different factors such as some bad people intense or natural 

disasters. Likewise, to address the problem (3), a voltage 

sensor is used. The voltage level in real-time is measured 

and predict the operation hour of a base station. These 

sensors data are sent to the server network system for real-
time monitoring through the web-based system and the 

control unit for decision making. A cost-effective and 

reliable approach of cellular 4G LTE connection was 

devised to link between a base station and a cloud server 

with real-time web service for users. The real-time sensor 

values of a base station are displayed graphically, as shown 

in Figure 10—this wireless data collecting, and monitoring 

system help to understand the physical conditions of the 
base station. Thus, ensuring the continuity and reliability of 

the base station data is possible.  

6.2 Discussion of RuBBSA Algorithm and It’s 

Performance 

The practical use and performance evaluation of our 

proposed algorithm was done with static and kinematic 

rover receiver, as shown in Figure 11. In particular, we 

tested the handover process, system’s functionality, and its 

performance concerning the RTK accuracy. To test the 

performance of the proposed algorithm, we have done our 

field test experiment in Hamamatsu Japan, where the 

surrounding environment contains tall buildings and dense 
traffic. In our kinematic experimental scenario two static 

base stations and one kinematic rover receiver are used. For 

this experiment, the base station assignment process was 

computed manually through a server system. At first, we 

have connected all base stations in the control server system 

where available base stations are displayed with their unique 

identity. As every base station consists of a cellular module 

as an internet provider, the unique IMSI (International 
Mobile Subscriber Identity) number is used for base station 

identity. Basically, a base station is assigned to the primary 

RTK engine. This selected base station starts connection to 

the rover receiver and get fixed solution after few seconds, 

as shown in Figure 12. After getting fixed solution in the 

RTK engine, the positioning information is ready to use by 

applications.  

 At the time of handover, the new base station is assigned 
through the server system to the user end. This time, the 

communication link is established to the secondary RTK  

 

engine because the first base station is still operating in 

primary end. In this case, the secondary RTK engine 

receives correctional information from a base station and 

provide the fix solution, as shown in Figure 13. After getting 
a fix solution in the secondary RTK engine, the primarily 

selected RTK engine went to ideal mode. The secondary 

RTK engine starts its positioning solution and becomes the 

default RTK engine. An open-source program package of 

RTKLIB library with a program package is used as RTK 

engine[14]. 

6.3 Mechanism of RTCM Corrections and 

RTK engine 

In RTK system, the base station sends corrections to the 

rover via a communication link. This correction signal 

enables the rover receiver to compute its position relative to 

the base with high accuracy. Radio Technical Commission 
for Maritime (RTCM) is the standard format with binary 

data protocol for communication of GNSS correction 

information. The high precision receiver supports RTCM 

version 3 as a supported standard format. While building an 

RTK environment, the base receiver configuration must 

change to output RTCM message because we need to send 

standard messages and the base antenna reference point 

(ARP) with cm level accuracy. RTCM observation multiple 
signal message (MSM) will be streamed as soon as they are 

configured for output. The desired RTCM messages must be 

selected and configured for the corresponding GNSS. The 

list of RTCM output messages for a base operating is shown 

in Table 1. 

In this approach, the coordinate of base station is changed, 

when the base station is assigned dynamically. Thus, certain 

time is necessary in order to compute the differential errors 
and to fix the ambiguities. Therefore, we must need to send 

the correction message as well as the base station coordinate 

of the corresponding base station. Besides that, certain time 

is needed to get the first fix solution after doing handover. 

This is because of the challenging process of the carrier 

phase ambiguity resolution. This results the positioning 

solution is dropped back to the float solution after handover, 

which is not a proper solution for the precise positioning 
application. Therefore, to address this dropping process 

during handover, we proposed an embedded technology of 

two RTK engine, which helps to make seamless handover. 

6.4 Grouping of Base Stations for Network-

RTK 

Message Type Description 

RTCM 1005 Stationary RTK reference station 

ARP 

RTCM 1077 GPS MSM7 

RTCM 1087 GLONASS MSM7 

RTCM 1097 Galileo MSM7 

RTCM 1127 BeiDou MSM7 

RTCM 1230 GLONASS code-phase biases 

Table 1: RTCM message type and description 

Figure 13: Positioning solution in secondary RTK engine 
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The present study proposed a concept of network-RTK to 

provide a continuous and precise positioning solution for 

road vehicles and intelligent traffic system (ITS) 

applications. A fundamental aspect of network-RTK is the 

delivery of base station data used in the processing of the 

receiver’s positioning and continuously provide a 

positioning solution with a network of reference stations. 
Although there are various methods used in the networking 

of base stations, these methods are challenging to implement, 

need active communication links, and demand control center 

operation. Therefore, we proposed the grouping of base 

stations so that the multiple base stations can be assigned in 

a single framework. Here, the available base stations are 

displaced with a unique number. This mechanism of 

grouping other than adjacent base stations can significantly 
reduce the controlling operation of every base station, and if 

the grouping is done with three controlling units, all base 

stations can manage properly, and seamless handover is 

possible for the wider base-line area too.  

7 CONCLUSION 

This paper has presented a reliable RTK-GNSS 

infrastructure that can enhance the overall performance and 
reliability of the positioning and navigation system in the 

mountain and snowy regions. The authors of this paper 

introduced a new approach of base station assignment to 

provide continuous and precise positioning, immediately 

after base station handover. Also, the web-based continuous 

monitoring system is practically implemented, tested, and 

evaluated in this paper to address major issues of RTK-

GNSS. First of all, the state of the base station is measured 
through physical sensors and monitoring through a web-

based system in order to supervise base station and find the 

availability. Generally, the station dependent errors are 

monitored through the web in real-time. The result of the 

experiments confirmed that the continuity and reliability of 

the base station data is ensured by a real-time monitoring 

system. Secondly, we have proposed an algorithm to assign 

the most favorable base station from multiple base stations 
based on two different factors; base-rover distance and 

sensors value. In this rule-based base station assignment 

approach, the most reliable base station is chosen to 

eliminate differential positioning errors. This handover 

strategy helps to maintain the RTK positioning at 

centimeter-level accuracy during the handover process. The 

experimental result shows that the user receiver can get the 

next available optimum base station and do seamless 
handover through the concept of two RTK engines on the 

user side.  The authors conclude that accuracy and reliability 

can be achieved by using this proposed approach. The 

development of this infrastructure will enhance the precise 

positioning in challenging environments as well as different 

landscape areas. In this system, the rover receiver still 

receives both line of sight (LOS) and non-line of sight 

(NLOS) signal. Therefore, future research will aim to 
improve the positioning accuracy with the proposed method 

and address the issue of multipath errors for a robust RTK-

GNSS. 
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Abstract - CSMA/CA has been known as a representative
media access control method since the dawn of wireless com-
munication. Even now, it is widely used in the world. For
example, it is well known to be adopted by IEEE 802.11,
which is one of the most popular communication standards.
CSMA/CA has long been known to have a problem that sig-
nificantly degrades communication performance, called the
hidden-terminal problem or the exposed-terminal problem.
These problems have been tackled by many researchers over
the years, and there is a huge amount of research. However, a
fundamental solution to these problems has not yet been pro-
posed. For this reason, even now, the communication perfor-
mance is still significantly deteriorating when many terminals
gather. In this paper, we propose a control frame multiplex-
ing technique to detect CTS frame and ACK frame with high
accuracy without demodulation by monitoring the received
signal strength, i.e., RSSI (Received Signal Strength Indica-
tion), even when a node is receiving signals from neighbor-
ing nodes, which would normally be busy. The proposed
technique enables simultaneous data communication, which
solves the problem of exposed terminals and greatly improves
the communication efficiency in CSMA/CA.

Keywords: CSMA/CA, RTS/CTS, RSSI, exposed-terminal
problem.

1 INTRODUCTION

IEEE 802.11, which was standardized in 1997, is one of the
most popular wireless communication standards even today.
In this IEEE 802.11, a medium access control method called
CSMA/CA is adopted. In CSMA/CA, a node detects if other
nodes are transmitting before starting transmission. When no
other node is transmitting, it starts communication after wait-
ing a random backoff time. If a node detects that another node
is transmitting, it waits for a while and after the node finishes
the transmission, it starts its own communication. However,
CSMA/CA has problems called the hidden-terminal problem
and the exposed-terminal problem which significantly dete-
riorates communication performance. The hidden-terminal
problem is a problem in which, when nodes that cannot de-
tect the transmit radio waves of each other simultaneously, a
collision occurs at the receiving node. The exposed-terminal
problem is a problem in which transmission is actually possi-
ble, but transmission is unreasonably suppressed when there
is transmission around there even if it does not prevent the
transmission.

Many researchers have been tackling on these two prob-
lems for many years, and so there is a vast amount of studies.

However, no essential solution has been proposed yet.
The purpose of this study is to eliminate the exposed ter-

minal problem in wireless communication using CSMA/CA.
We propose a control frame multiplexing technique that can
detect the arrival of CTS and ACK frame with high accuracy
by monitoring RSSI and transmit data even when a node is in
BUSY state under the original CSMA.

This paper consists of five sections. In Section 2 describes
related work. Section 3 describes the method proposed in this
study. Section 4 describes the performance evaluation. Sec-
tion 5 describes a summary of this study.

2 RELATED WORKS

Improvement in CSMA/CA has been undertaken by many
researchers for many years, and so there is a vast amount of
studies. Bharghavan et al. proposed a method called RTS/CTS
to solve the hidden terminal problem that occurs in CSMA
[1]. This method is also adopted in IEEE 802.11 standard.
However, it is known that the performance degradation due
to the exposed terminal problem is significant, and that frame
loss due to radio interference from a distance occurs frequently
especially during high-speed communication, so it does not
work well as a countermeasure for the hidden terminal prob-
lem [2] [3]. As a result, RTS/CTS is rarely used in practice.

Recently, methods have been proposed to improve commu-
nication efficiency by using techniques in the physical layer.
In wireless communication, a technique called SIC (Self In-
terference Cancellation) has been proposed in which a node
has a two NICs (Network Interface Cards) for transmission
and reception, respectively, and cancels the transmitted signal
at the receiver to perform transmission and reception at the
same time. This technique is known as full-duplex wireless
communication, which has been actively studied [4] [5]. In
addition, there is a technique called NOMA (Non-Orthogonal
Multiple Access). When a node receives a strong signal and a
weak signal at the same time, by demodulating the strong sig-
nal first, and by estimating its original signal to be removed
from the received signal, the node can demodulate the weak
signals [6]. Although these techniques are drawing attention
as ones that significantly improve wireless communication ca-
pacity, only a few techniques for utilizing them in the MAC
layer have been proposed. Therefore, it is doubtful whether
or not it will contribute to solve the hidden terminal problem,
which is an essential problem in CSMA/CA.

J.J.Garcia-Luna-Aceves proposed CRMA as a MAC pro-
tocol using SIC technology [7]. In addition, he proposed to
use busy tone and pilot signals to realize a complete MAC
protocol that does not cause both hidden and exposed termi-
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nal problems in wireless communication [8]-[10]. However,
all of them are analyzed only theoretically, and so the perfor-
mance in an actual wireless environment is unknown.

The purpose of this paper is to realize a MAC protocol that
does not cause both hidden terminal problems and exposed
terminal problems. The proposed method differs from the
conventional method in that CTS and ACK frames can be
received without demodulation. Since they are not demod-
ulated, CTS and ACK frames can be received even if the sig-
nal from another node is being received only if the SN ratio
is larger than about 3 dB. Therefore, it has the potential to
greatly improve the flexibility of the MAC protocol compared
to the conventional method.

3 PROPOSED METHOD

3.1 Overview
In the proposed method, nodes constantly monitor RSSI

(Received Signal Strength Indication) during wireless com-
munication using RTS/CTS. Even if the RSSI level reaches
the threshold to transit to BUSY state or the NAV state, in
the original CSMA if the certain condition is satisfied, if re-
mains in idle state and transmitting RTS/CTS frames to start
DATA transmission is allowed. In addition, after data frames
are sent, CTS or ACK as the response is detected without de-
modulation by observing only the rise of RSSI at the timing
when CTS or ACK is returned. As a result, we can achieve
simultaneous communication of data frames and, solves the
exposed terminal problem, and improves communication per-
formance.

An example of the operation of the proposed method is de-
scribed in Figure 1 and 2. Figure 1 shows the arrangement
of nodes and the communication flow, and Fig. 2 shows a
MAC operation of each node. First, RTS/CTS handshake
is performed between node s1 and node r1. After that, s1
starts transmitting DATA frame when CTS reception from r1
is completed. s2 that receives RTS and the data frame of s1
does not transit to NAV or BUSY state because RSSI of RTS
and DATA frame is below the predefined threshold. s2 sends
RTS to node r2 after waiting the backoff time. r2 returns
CTS after receiving RTS from s2. When CTS is returned
from r2, s2 is detecting DATA frame transmitted by s1. How-
ever, s2 detects the rise in RSSI at the timing when CTS will
be returned. As a result, it is confirmed that CTS has been
returned from r2 without demodulation, and s2 starts DATA
frame transmission.

When r1 finished receiving DATA frame from s1, it returns
an ACK frame. When ACK is returned from r1, s1 is detect-
ing DATA frame from s2, but the rise in RSSI is observed at
the timing when ACK will be returned. As a result, s1 con-
firmed that ACK has been returned from r1 without demodu-
lation, and s1 completes transmission. On the other hand, r2
received DATA frame from s2, returns ACK, and the trans-
mission of s2 is completed. If DATA frame of s2 finishes its
transmission before DATA frame of s1, ACK from r2 inter-
feres with DATA frame of s1. However, s2 judges that ACK
has arrived because of the rise of RSSI, and completes the
communication. In this way, the communication of s2 is not

Figure 1: Layout of the operation example

Figure 2: Operation example of each nodes

suppressed by RTS, and the simultaneous communication of
DATA frames from s1 and s2 is possible, where the exposed-
terminal problem is solved.

3.2 RSSI-based CTS and ACK detection

In this paper, even if frames are sensed, nodes do not transit
to BUSY state when a certain condition is met, and the nodes
start RTS/CTS handshake on their back-off expiration. This
aims to eliminate the influence of the exposed-terminal prob-
lem and improve communication throughput. However, if a
node sends a RTS or DATA frame when some other nodes are
transmitting DATA frames, the returned CTS or ACK frames
could collide with the DATA frame, resulting in retransmis-
sion of those frames.

Our approach to prevent this is to confirm the arrivals of
CTS or ACK by observing only RSSI even if CTS or ACK is
not high enough to demodulate it. At this time, the timing at
which CTS or ACK frames will be returned depends on the
fixed-length SIFS and the frame transmission rate, meaning
that the arrival time can be easily expected. Therefore, if the
rise in RSSI is observed at the timing when CTS or ACK is
expected, it will be the reception of CTS or ACK. Even if
demodulating CTS and ACK frames is impossible, the node
can confirm that CTS and ACK frames have arrived.

This is explained in Fig. 3. Node B has data for node C, but
at this moment B is receiving the data frame from neighboring
node A. B holds the average radio signal strength SA[dBm]
of A. At this time, if the radio signal strength being observed
is less than or equal to SA+T [dBm], where T is a predefined
threshold value, B starts data transmission with RTS. If node
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Figure 3: CTS detection using RSSI

C receives RTS of node B normally, node C returns CTS after
SIFS interval. However, this time, B cannot decode CTS from
C due to the interference from the data frame from node A.
Therefore, node B compares the RSSI level of the estimated
period for CTS arrival with that around the estimated arrival
period, and if this difference is more than the threshold Tc, it
judge that CTS has arrived and processes CTS. In addition,
when the data transmitting nodes, i.e., A and B, are close to
each other, RSSI level of DATA frames received by each other
become high, and RSSI level of CTS and ACK becomes rel-
atively small, consequently they would fail confirming CTS
and ACK with high probability. Therefore, if the radio sig-
nal strength observed by B is SA+T or more, B transits to
BUSY state as in the conventional CSMA/CA, and waits for
A finishing its transmission.

By detecting CTS or ACK using RSSI, communication is
not suppressed by RTS or DATA frames transmitted from
other nodes. As shown above, even under some interference,
RTS/CTS handshake, data transmission and ACK transmis-
sion are possible, and consequently the exposed-terminal prob-
lem is resolved.

3.3 Proposed MAC protocol
Since the proposed method detects CTS and ACK through

RSSI described in Section 3.2, a part of the conditions for
state transition differs between the conventional CSMA/CA
and the proposed method. Figure 4 shows the state transition
diagram of the proposed method.

The difference between CSMA/CA and the proposed pro-
tocol is two folds :(1) the behavior when receiving RTS that
does not destine itself, and (2) the behavior in face of carrier
sensing. (1): In CSMA/CA, when RTS or CTS that does not
destine itself is received in any of BACKOFF, DATA WAIT,
CTS WAIT, and ACK WAIT states, it transits to NAV state.
In contrast, in the proposed method, the transmitting node in
the BACKOFF state continues to stay BACKOFF state when
it receives RTS to the node if the RSSI is below the thresh-
old. If the received RSSI is above the threshold, it transits
to BUSY state, which is the same as the normal CSMA/CA,
because the returned CTS would fail to be detected with high

probability. In carrier sensing, when the RSSI level of the
received signal is above the threshold, it transits to the busy
state.

(2): In CSMA/CA, DATA frame transmission starts only
when CTS is received, and after the transmission ends, the
node enters ACK WAIT state. However, in the proposed pro-
tocol, when CTS is received in CTS WAIT state, or when
CTS is detected by RSSI as described in Section 3.2, DATA
frame transmission starts and the node transits to ACK WAIT
state. If the received RSSI level is above the threshold, it
transits to BUSY state. When CTS is not received, the node
transits to the BACKOFF state. In the proposed protocol,
transition to the BACKOFF state occurs either when ACK is
received in ACK WAIT state, or when ACK is detected by
RSSI, or when a timeout occurs without receiving ACK.

Next, the common parts between the proposed protocol and
CSMA/CA are described. First, the operation is the same in
BUSY state and NAV state. When in BUSY state, if there
is no radio in the communication channel, nodes transits to
the backoff state. In NAV state, it transits to the backoff state
when NAV period ends. In CSMA/CA and the proposed pro-
tocol, when a CTS for the node is received in the BACKOFF
state, the state transits to NAV state. In the backoff state, the
node waits before transmission until the random backoff time
expires, and when the backoff expires, RTS is sent and transits
CTS WAIT state.

4 EVALUATION

4.1 Evaluation Method
We compare the performance of the proposed method and

the existing method using the network simulator Scenargie
ver. 2.1. The existing methods to compare are CSMA/CA
(with RTS/CTS) and CSMA (without RTS/CTS). In the ex-
periment, we evaluate whether the communication performance
is improved by solving the exposed terminal problem by the
proposed method compared with the conventional method.
Therefore, we focus on and evaluate the frame delivery rate
and average throughput. The frame delivery rate represents
the rate of the received data frames out of the number of trans-
mitted frames. The average throughput represents the amount
of data sent/received per unit time. The communication speed
of the entire network is measured by this measure.

Figure 5 shows the simulation scenario. We prepare two
Access Points (AP), and one AP communicates with four Clients
(C). The location of each AP and C is set so that both the
hidden-terminal problem and the exposed-terminal problem
occur. The distance between two APs, and the distance be-
tween C and the neighboring AP are both 250[m]. The sim-
ulation time is 120[s], and the communication flow genera-
tion time is 10 to 110[s]. The communication standard used
IEEE802.11g, which is a commonly used wireless commu-
nication method, and the communication speed of all nodes
is 6[Mbps]. The communication flow is CBR(Constant Bit
Rate) and the frame size is 1000[Byte]. Then, the simulation
was performed with variation of transmission rate per flow
from 50 to 900[kbps] with 50[kbps] interval. Table 1 summa-
rizes the conditions common to both the proposed method and
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Figure 4: State transition diagram of proposed protocol

Figure 5: Node position

the existing method. We set the detection threshold for CTS
and ACK to 3 [dB] by t-test. This value is computed from a
simple statistical calculation; we found we can identify CTS
and ACK signal with 99[%] in probability if two randamly
distributed signals have 3[dB] difference in the average sig-
nal strength.

4.2 Results

Figure 6 and 7 show the evaluation results of the simula-
tion. Figure 6 shows the average throughput of the proposed
method and the existing method. Figure 7 shows the average
delivery rate. The horizontal axis represents the transmission
rate of one communication flow from 50 to 900[kbps], and
the vertical axis represents the average throughput [kbps] in
Fig. 6 and the average delivery rate [%] in Fig. 7. In Fig. 6, we
see that the performance of the conventional method and the
proposed method are the same in throughput up to 400 kbps
in the transmission rate. However, over 400 kbps, the pro-
posed method exceeds the existing method and the difference
reaches about 1000 kbps at the transmission rate of 700 kbps.
In Fig. 6, the performance in delivery rate is the same between
the conventional method and the proposed method up to 400

Table 1: Common condition
Parameter Value
Threshold 3[dBm]
Simulation time 120[秒]
Number of nodes 10
Distance 250[m]
Flow type CBR
Number of flows 16
Bit rate 50～900[kbps]
Occurrence time 100[s]
Frame size 1000[Byte]
Communication standard IEEE802.11g
Communication speed 6[Mbps]
Transmission power 10[dBm]

kbps in the transmission rate. Over 400kbps, the proposed
method exceeded the delivery rate at all transmission rates.
This is because the exposed-terminal problem was solved by
detecting CTS/ACK using RSSI, and the communication op-
portunity was not lost by solving the exposed-terminal prob-
lem, and consequently that simultaneous data communication
was performed. Specifically, the DATA frames transmitted
from the AP on the left side reach the AP on the right side,
but the AP on the right side transmits RTS or DATA frame
without suppressing the transmission, so the exposed termi-
nal problem is solved. Also, when CTS/ACK arrives at the
right AP while the data frame of the left AP is arriving, the
arrival of CTS or ACK is detected by RSSI, so the hidden
terminal problem can be solved. From the results of the eval-
uation, it is clear that the proposed method solves both the
hidden-terminal problem and the exposed-terminal problem
to some extent. However, even with low transmission rates,
the delivery rate is about 63[%], so it can be considered that it
has not been completely resolved. From the above, it is clear
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Figure 6: Average throughput results

Figure 7: Average delivery rate result

that the proposed method improves the communication per-
formance by eliminating the hidden-terminal problem and the
exposed-terminal problem to some extent, as compared with
the existing methods. In the proposed method, the capacity
of the entire network is increased, and both the throughput
and the delivery rate are improved by collision avoidance and
simultaneous data communication.

5 CONCLUSION

In this paper, we proposed a method to solve the exposed
terminal problem in wireless communication using CSMA/CA.
As an evaluation, we compared the proposed method with the
existing method using the network simulator Scenargie ver.
2.1. The evaluation results reveal that the proposed method
improves the performance by simultaneous transmission of
data, eliminating the hidden-terminal problem and the exposed-
terminal problem to some extent. However, since it has not
been completely resolved, we will analyze in detail the hidden-
terminal problem and the exposed-terminal problem that could
not be solved in the future. In addition, it is considered that
the proposed method is open to discussion on the effects of
false detection of CTS/ACK and of the fading effect in a cer-
tain environment. Therefore, we think that it is necessary to
analyze the physical layer behavior by using MATLAB or real
machine implementation. In the future, we will investigate
the reality in a real environment by actual experiments using

software defined radio such as USRP.
Recently, techniques for improving wireless communica-

tion efficiency by a physical layer has been proposed, and a
full-duplex wireless communication technology for simulta-
neously performing transmission and reception has been pro-
posed. we would also try to apply this study to not only the
current half-duplex wireless communication but also the full-
duplex wireless communication.
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Abstract – Password authentication and biometric authenti-
cation have become popular as personal authentication tech-
nology for mobile terminals. However, these technologies 
have weaknesses regarding security. In password authentica-
tion, authentication information can be leaked when one 
person surreptitiously looks at another’s password. In bio-
metric authentication, it is difficult to deal with impersona-
tion when authentication information has been forged. We 
focus on user’s eye movement to overcome these weakness-
es. There are researches which use unconscious eye move-
ment on visual stimuli for authentication [1], [2]. In these 
methods, it is difficult to update the registered authentication 
information. There are researches which use conscious eye 
movement for inputting password [3], [4]. These methods 
have the risk that its authentication information can be 
guessed. Our study proposes a personal authentication 
method based on eye movement trajectory when users draw 
with their eyes on the display of a mobile terminal. The pro-
posed system performs authentication based on the shape of 
the user’s eye movement trajectory and authentication based 
on its drawing features. We used fixation and saccade fea-
tures for classifying users, and evaluated whether these fea-
tures are effective for the proposed method. The experi-
mental result showed the proposed method improved classi-
fication accuracy when compared to our previous method. 
Next, we used One Class SVM and Isolation Forest for per-
sonal identification to examine a learning algorithm. The 
experimental result showed that Isolation Forest was effec-
tive for personal identification. In future work, we will con-
sider a method to solve the lack of learning data. In addition, 
we need to investigate other local eye movement features 
and learning algorithms. 
 
Keywords: Personal authentication; Eye movement trajecto-
ry; Drawing feature; Classification of users; Error detection;  

1 INTRODUCTION 

  In recent years, many people perform personal authentica-
tion on web services and applications on mobile terminals. 
If the authentication information is leaked, there is a risk of 
it being used fraudulently. It is important to improve the 
security level of authentication on mobile terminals.  
  Password and biometric authentication are popular as the 
authentication on mobile terminals. Password authentication 
is authentication that uses the user’s knowledge such as 
passwords and PINs. Password authentication does not re-
quire a physical object such as an IC card or key as authen-

tication information. However, authentication information 
can be leaked when someone looks over another person’s 
shoulder in a public space. In addition, there is a risk that 
authentication information can be guessed. 
  Biometric authentication is authentication that uses a part 
of the body (physical features) and human behavior (behav-
ioral features) as authentication information. Biometric au-
thentication is robust against over-the-shoulder information 
theft and incurs less burden. However, in authentication 
based on physical features, there is a risk that the physical 
features registered as authentication information may be 
forged. It is difficult to deal with impersonation if authenti-
cation information is forged, because information cannot be 
consciously altered. In authentication based on behavioral 
features, it is difficult to forge the authentication information. 
However, this authentication information cannot update. 
  The weakness of password authentication is the ease of 
leakage of authentication information. In addition, this au-
thentication information be guessed easily. The weakness of 
biometric authentication is the difficulty of dealing with 
impersonation. These weaknesses must be overcome in or-
der to perform secure authentication on mobile terminals. 
There are many studies using physical or behavior features 
for authentication [3-8]. In addition, as examples of methods 
that are robust against over-the-shoulder information theft, 
there are studies using user eye movement for authentication 
[1], [3], [9-11]. We think user’s eye movement prevents 
leakage of authentication information because it is difficult 
for others to observe eye movement. In addition, we think 
that it is difficult to guess the eye movement information. 
Authentication information is updatable by the user eye 
movement because user’s eye movement can be consciously 
reproduced. 
  This study proposes a personal authentication method us-
ing eye movement trajectory, that is the trajectory drawn by 
the user’s eye movement on a mobile terminal (eye move-
ment trajectory). The goal of this study is to realize personal 
authentication that solves the problems with password and 
biometric authentication. In our previous research, we inves-
tigated the features for trajectory classification based on the 
shape of the eye movement trajectory, and feature values of 
drawing features [12]. As feature values for the shape of 
trajectory, we investigated features that can be extracted 
from images and coordinates data of trajectory. The results 
show that coordinates data are effective for the proposed 
method. We extracted global drawing features from eye 
movement trajectory for classifying users, but sufficient 
accuracy was not obtained. In this paper, we reexamined 
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drawing features to improve the accuracy of personal au-
thentication. In addition, we examined the learning algo-
rithm for building an authentication model. 
  In section 2, we explain related works using behavioral 
features or eye movement for authentication. In section 3, 
we explain the details of the proposed method for personal 
authentication. In section 4, we explain the experiment to 
investigate the local eye movement features used in the pro-
posed method, and show the effectiveness of the error detec-
tion algorithm for the proposed method. In section 5, we 
conclude this paper. 

2 RELATED WORK 

2.1 Authentication based on behavioral features 

  There are studies using keystroke for authentication [5], [6]. 
Nakakuni et al propose a method that uses features of key-
stroke dynamics when users enter their surname for authen-
tication [5]. Zhou et al. used keystroke acoustic and key-
stroke dynamics features for authentication [6]. In this 
method, they calculate MFCC (Mel-Frequency Cepstral 
Coefficients) by the key acoustics. 
  There are studies using walking features for authentication 
[7], [8]. Li et al. use walking features while holding a mo-
bile phone for authentication [7]. Musale et al. extract leg 
and arm movement features with smartwatch and 
smartphone during walking and use these features for au-
thentication [8]. 
  There are studies using the features of smartphone opera-
tion for authentication [9], [10]. Salem et al. use keystrokes 
as a second authentication factor when performing authenti-
cation with a touchscreen terminal [9]. In this method, they 
use features such as the timing and position of presses on the 
keyboard for authentication. Ito et al. have proposed an au-
thentication method based on the features of the flick input 
method on smartphones [10]. Features such as flicking and 
shaking of the terminal during text input are used for con-
tinuous authentication. 
  These methods are difficult to update authentication infor-
mation because these use unconscious habits and patterns. 

2.2 Authentication based on eye movement fea-
tures 

  There are studies using unconscious or conscious eye 
movement for authentication [1], [3], [9-11].  
  Kinnunen et al. propose an authentication method using 
features of unconscious eye movement when users are view-
ing a video [1]. Ma et al. propose an authentication method 
using eye movement and head movement on random visual 
stimuli [2]. 
  In these methods, it will be difficult to update the regis-
tered authentication information. 
  As studies using conscious eye movement for authentica-
tion, there are studies performing authentication using pass-
word by eye movement [3], [4]. In addition, there is a study 
that performs authentication by having the user draw with 
their eye movement trajectory [11]. De Luca et al. propose a 
password authentication method by gazing at PIN keys 

shown on a display [3]. Khamis et al. propose a personal 
authentication method that uses multimodal passwords with 
touch input and gaze direction (e.g., left-3-right-4) [4]. In 
contrast, Mukai et al. have users draw a specified character 
with their eyes, and use the features of the eye movement 
trajectory for classifying users [11]. This study uses a char-
acter or symbol that can be registered for authentication in-
formation. 
  We think that in the methods proposed in [3,4], authentica-
tion information can be easily guessed by attackers. In the 
method used in [11], the characters that can be used as au-
thentication information are limited because there are a few 
characters that can be used as authentication information.. 
Therefore, the method has the risk of authentication infor-
mation being guessed. 
 

3 METHOD 

3.1 Goal of our study 

  The goal of this study is to propose a personal authentica-
tion method based on the user’s eye movement trajectory to 
overcome the weaknesses of password and biometric au-
thentication. 
  The proposed method consists of authentication based on 
the shape of the user’s eye movement trajectory and authen-
tication based on personal features when the user draws the 
eye movement trajectory (drawing features). The shape of 
the eye movement trajectory is defined by users and can be 
consciously updated by the users. We think that defining the 
shape of trajectory by users themselves makes difficult to 
guess the authentication information. We introduce the au-
thentication based on drawing features to makes the pro-
posed method more robust against impersonation. 
  The goal of this paper is to extract local eye movement 
features and investigate learning algorithms suitable for 1:1 
authentication. 

3.2 Proposed system 

  Figure 1 shows an overview of the proposed system 
 

 
Figure 1 An overview of the proposed system 

 
  The proposed system consists of a learning phase and an 
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authentication phase. The learning phase is the phase of cre-
ating the authentication information with multiple entries. 
Users input and register multiple eye movement trajectories. 
The shape and drawing features of the eye movement trajec-
tory are extracted and registered as authentication infor-
mation. In addition, users can update the authentication in-
formation by entering the new eye movement trajectory 
multiple times. The authentication phase is the phase which 
authentication is performed. In this phase, users enter the 
eye movement trajectory registered on the learning phase for 
authentication. First, the authentication based on the shape is 
performed. Next, the authentication based on drawing fea-
tures is performed. The authentication of the proposed 
method is completed by success of these two steps authenti-
cation. 

3.3 Research tasks and approaches 

  The main research tasks of this paper are as follows:  
l Research task 1: Selecting a measurement device to 

use in the proposed method. 
l Research task 2: Investigating features which are ef-

fective for authentication based on shape. 
l Research task 3: Investigating features which are ef-

fective for authentication based on drawing features. 
l Research task 4: Investigating learning methods for 

1:1 authentication. 
  The approaches to these research tasks are as follows: 

l Approach to research task 1: We use a contactless 
type device. As measurement devices, there are con-
tact type devices and contactless devices [13]. We 
think contact type devices impose a burden, such as a 
sense of unfamiliarity and blocking of sight for users 
who do not normally wear glasses. If users use con-
tactless type devices, users need not to wear the de-
vices. 

l Approach to research task 2: We use features that 
can be extracted from the coordinates data of the eye 
movement trajectory. In our previous study [12], we 
investigated features that are effective for estimating 
the shape of trajectory by using coordinates data and 
images. The F-measure of using coordinates data was 
0.96 and the F-measure of using images was 0.72. 
The experimental results showed that coordinates da-
ta was effective. 

l Approach to research task 3: We use fixation and 
saccade features for classifying users. In our previous 
study, we classified users by using the amount of 
change in the coordinates of all frames of the eye 
movement trajectory during drawing. However, some 
of the features were not effective for classifying users. 
In this paper, we extract fixation and saccade features 
from the user’s eye movement trajectory.  

l Approach to research task 4: We use an error de-
tection algorithm. Error detection is a method that 
learns only normal data and identifies whether un-
known data is normal or error. The proposed method 
performs 1:1 authentication. This authentication uses 
only user’s data for learning and identifies the user. 
We assume that the proposed method is applied to 

mobile terminals retained by people. Therefore, we 
use the error detection algorithm for the proposed 
method. 

  In this paper, we focus on research tasks 3 and 4. We eval-
uate effectiveness of fixation and saccade feature for classi-
fying users. In addition, we use One Class SVM (Support 
Vector Machine) and Isolation Forest for personal identifi-
cation to evaluate the effectiveness of error detection algo-
rithms for personal identification. 

3.4 Measurement device and data 

  In this study, we use a contactless type device as a meas-
urement device. We use the Tobii Pro Tx-300 (Figure 2) for 
eye tracking. The positions of the line of sight on the screen 
are recorded at about 60 Hz. Subjects sit 60 cm away from 
the screen. We instructed subjects to draw eye movement 
trajectory within the range of the screen and not to move 
their heads during drawing eye movement trajectory. Only 
the shape of the trajectory to be drawn was indicated, and 
the size was not specified. During the measurement, the tra-
jectory drawn by the subject’s line of sight is not displayed 
on the screen, nor is there a guide for drawing it. The meas-
urement environment is shown in Figure 3. An example of 
the collected data is shown in Figure 4. 
 

 
Figure 2 Measurement equipment (Tobii Pro Tx-300) 

 

 
Figure 3 Measurement environment 

 

 
 

(a) Defined Figure (b) Coordinates Data 
Figure 4 An Example of collected data 

 
  The coordinates data consists of coordinates and their cor-
responding time stamps chronologically recorded. In the 
proposed method, this data is preprocessed. We extract fea-
tures used for authentication based on the shape or drawing 
features from the preprocessed data. 
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3.5 Preprocessing data 

  We think shakes of eye movement and fixations that occur 
in the raw coordinates data pose a hindrance to the authenti-
cation based on shape. On the other hand, we think shakes 
of eye movement and fixations are effective for the authen-
tication based on drawing features. Therefore, we perform 
preprocessing before each authentication. 
  First, we divide all the frames of the drawn trajectory in 
chronological order. Next, we calculate the average of all 
coordinates in each partitioned area and generate the aver-
age coordinate data. A smaller number of divisions can re-
move shakes of eye movement and maintain the approxi-
mate shape information of trajectory.  

3.6 Investigation of the features for the proposed 
method 

3.6.1. Investigation of drawing features for per-
sonal identification 

  In this paper, we use fixation and saccade features for per-
sonal identification. Fixation is a local eye movement that is 
performed to fix the direction of sight. Saccade is a local eye 
movement that is directed from one point to another [14]. 
We think personal features appear in these eye movements. 
The proposed method extracts these eye movement features. 

3.6.2. Extracting fixation and saccade features 

  First, we explain about extracting fixation features. We 
detect fixation points from average coordinates by window 
sliding. The points where the coordinates are crowded in 
each window sliding is fixation points. In this paper, points 
where five or more coordinates are crowded were detected 
as fixation points. We extract fixation features for each fixa-
tion point. The fixation occurs multiple times during draw-
ing trajectory by the eye movement. Therefore, we calculate 
the features from all fixations detected. 
  Second, we extract saccade features. On the eye movement 
trajectory, fixation is expected to occur at the turning points. 
In addition, saccades are generated when moving the line of 
sight between the turning points. It is thought that the user’s 
drawing trajectory consists of the repetition of fixation and 
saccade. In order to extract the saccade, we focus on the 
fixation. We calculate average coordinates for each fixation 
point and calculate coordinates data consisting of only fixa-
tion points. Next, we extract saccade features by calculating 
the amount of change between two consecutive frames of 
the average coordinates data for each fixation point. The 
saccades are occurred multiple times during the drawing the 
eye movement trajectory, as well as the fixation. Therefore, 
we calculate the features used in the proposed method from 
all saccades detected during drawing an eye movement tra-
jectory.  
  We analyzed whether the fixation points could be detected 
by using the proposed method. We extracted fixation points 
from the average coordinates data of four trajectories. Table 
1 shows the results of the analysis. 
 

Table 1 Fixations extracted from trajectory 
Trajectory Fixations 

 
 

  

  
 
  Blue points are where fixations were observed. Blue points 
are crowded at the starting and, finishing point of the trajec-
tory and turning points. 

3.6.3. Features used for classifying users 

  Table 2 shows features used for the proposed method and 
our previous study [12]. The proposed method uses fixation 
and saccade features are used as local features. Drawing 
time is the time from the start to the end of the drawing. 
Fixation time includes the maximum and average times that 
occurred fixation at each point. Variance of fixation includes 
the maximum, minimum and average variance that occurred 
fixation at each point. Standard deviation of fixation is cal-
culated in the same way as variance of fixation. The features 
for fixation and saccade shown in Table 2 are regarded as 
local features. 
 

Table 2 Features used for experiments 

Features 
Previous 

study 
[12] 

Proposed 
method 

Amount of change in average co-
ordinates data ○ × 

Variance of x and y coordinates ○ ○ 
Standard deviation of x and y co-
ordinates ○ ○ 

Drawing time ○ ○ 
Fixation time 
(Maximum, Average) × ○ 

Variance of fixation 
(Maximum, Minimum, Average) × ○ 

Standard deviation of fixation 
(Maximum, Minimum, Average) × ○ 

Number of occurrences of fixation × ○ 
Speed of saccade in the x and y 
directions 
(Maximum, Minimum, Average) 

× ○ 

Number of occurrences of saccade × ○ 
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3.7 Investigation of learning algorithm 

  There are studies using error detection algorithms for per-
sonal authentication [10], [15]. These studies use One Class 
SVM or Isolation Forest. One Class SVM is an error detec-
tion algorithm that learns only normal data in SVM and 
identifies whether unknown input data is normal or error 
data. Isolation Forest is an error detection algorithm that 
detects error data by repeatedly selecting features and divid-
ing points of data classes. In this paper, we use these algo-
rithms for personal identification. 

4 EVALUATION 

4.1 Classifying users using local features 

  We performed classification of five subjects by using Ran-
dom Forest to evaluate the effectiveness of fixation and sac-
cade features for classifying users. We instructed the sub-
jects to draw the trajectory shown in Figure 5 30 times. Ta-
ble 2 shows the features used for classifying users in the 
proposed method and our previous study [12]. We classify 
users and calculate the F-measure to evaluate classification 
accuracy by 10-fold cross-validation. We calculate variable 
importance to investigate the effective features for classify-
ing users. Table 3 shows the environment of the experiments. 
Figure 6 shows the result of classification. 
 

 
Figure 5 Trajectory used for the experiments 

 
Table 3 Environment of the experiments 

Items Specification 
CPU Intel Core i5 2.4GHz 
OS macOS Catalina10.15.2 
Language Python3.4.5 
Library scikit-learn0.18.1 

 

 
Figure 6 Result of classifying users 

 
  The experimental result shows that the F-measure of the 
proposed method was 0.91 and the F-measure of our previ-
ous study was 0.83.  

Table 4 shows the top 10 features of the proposed method 
with variable importance. The variable importance with re-

lated on saccade is high. These results show that saccade 
features contribute to the classifying users. However, the 
variable importance of fixation is low and it is not included 
in the top 10 features shown in Table 4. In this paper, fixa-
tion points are defined as the points where five or more co-
ordinates are crowded. Fixations are not detected if the time 
of fixation is short. Therefore, we think that the variable 
importance of fixation was low because we could not extract 
the personal features of fixation. 
 

Table 4 Variable importance of features used to classify 
users 

Features 
Variable importance 

Proposed 
method 

Our previous 
study 

Standard deviation of x 
coordinates 

1.99 0.56 

Variance of x coordinates 1.69 0.30 
Minimum speed of saccade 
in x direction 

1.48 - 

Average speed of saccade 
in x direction 

0.62 - 

Drawing time 0.61 0.15 
Maximum speed of sac-
cade in x direction 

0.55 - 

Average speed of saccade 
in y direction 

0.45 - 

Minimum speed of saccade 
in y direction 

0.44 - 

Variance of y coordinates 0.36 0.17 
Maximum speed of sac-
cade in y direction 

0.35 - 

 
  These results showed that the features of local eye move-
ment (Minimum speed of saccade in x direction, Average 
speed of saccade in x direction, Maximum speed of saccade 
in x direction, Average speed of saccade in y direction, Min-
imum speed of saccade in y direction, Maximum speed of 
saccade in y direction) are effective for classifying users. 

4.2 Personal identification using error detection 
algorithms 

  We use One Class SVM and Isolation Forest for personal 
identification to evaluate the effectiveness of the error detec-
tion algorithms for the proposed method. We instructed five 
test subjects to draw the trajectory shown in Figure 5 30 
times. We use the features shown in Table 2 for this experi-
ment. We evaluate the identification accuracy by F-measure, 
FAR (False Acceptance Rate), and FRR (False Rejection 
Rate). FAR is the probability of mistakenly identifying oth-
ers (non-users) as authentication users. FRR is the probabil-
ity of mistakenly identifying users as others. The result of 
identification is shown in Table 5. 
 
Table 5 Result of identification (F-measure, FAR and FRR) 

Algorithms F-measure FAR FRR 
One Class SVM 0.23 0.00 0.87 
Isolation Forest 0.73 0.08 0.27 

 

0.91 0.83
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  In the case of using One Class SVM, the F-measure was 
0.23, FAR was 0.00, and FRR was 0.87. In the case of using 
Isolation Forest, the F-measure was 0.73, FAR was 0.08, 
and FRR was 0.27. These results showed that the learning 
models could reject others and accept the user with a high 
degree of probability. This result showed that users were 
accepted with relatively high accuracy in the case of Isola-
tion Forest. We think that we were unable to build a learning 
model which is effective for personal identification, because 
there was not sufficient learning data. The results of the 
evaluation suggested that Isolation Forest was effective as 
an algorithm for personal identification in our study. 

5 CONCLUSION 

  This study proposes a personal authentication method us-
ing the user’s eye movement trajectory to solve the weak-
nesses of password and biometric authentication. This 
method performs authentication based on the shape of the 
user’s eye movement trajectory, and authentication based on 
drawing features. In this paper, we extract fixation and sac-
cade features and classify users to investigate features that 
are effective for classifying users. In addition, we conducted 
an experiment that identified users by using representative 
error detection algorithms in order to investigate the learn-
ing algorithm for the proposed method. 
  First, we performed classifying users by using fixation and 
saccade features. The experimental result showed that the F-
measure of the proposed method was 0.91 and the F-
measure of the previous study was 0.83. Therefore, it was 
suggested that fixation and saccade were effective for classi-
fying users. The saccade variable importance was high. The 
results showed that local eye movement features were effec-
tive for classifying users. 
  Next, we identified users by One Class SVM and Isolation 
Forest to investigate a learning algorithm. We evaluated the 
identification accuracy by F-measure, FAR, and FRR. The 
experimental result showed that the accuracy was high when 
using Isolation Forest for personal identification. Therefore, 
it was suggested that Isolation Forest was effective as the 
algorithm for the proposed method. 
  As the future tasks, we need to solve the lack of learning 
data. In addition, we need to consider other local eye 
movement features and learning algorithms. 
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Abstract - As more and more wireless technologies have

been developed to support emerging IoT applications, the

coexistence of heterogeneous wireless technologies presents

challenges. IEEE 802.15.4g and IEEE 802.11ah are two

of such wireless technologies specified for outdoor IoT

applications. Due to the constrained spectrum allocation

in the Sub-1 GHz (S1G) band, these two types of devices

may be forced to coexist, i.e., share frequency spectrum.

To investigate coexistence behavior of 802.15.4g and

802.11ah, we first identify coexistence issues using our newly

developed NS-3 based S1G band coexistence simulator.

Accordingly, we propose a hybrid CSMA/CA mechanism

for 802.15.4g to address the identified coexistence issues.

The conducted performance analysis shows that the proposed

hybrid CSMA/CA improves 802.15.4g performance without

degrading 802.11ah performance. The hybrid CSMA/CA

also maintain overall 802.11ah packet latency.

Keywords: Wireless coexistence, hybrid CSMA/CA,

Sub-1 GHz band, WLAN, WPAN.

1 Introduction

The Internet of Things (IoT) applications are rapidly

growing. A broad range of wireless technologies have been

developed to cater the diverse applications. As heterogeneous

wireless technologies are emerging, coexistence becomes a

critical issue to be addressed. IEEE 802.11ah, marketed as

Wi-Fi HaLow, is the first 802.11 standard designed to operate

in the Sub-1 GHz (S1G) band. IEEE 802.15.4g , marketed

as Wi-SUN, also operates in the S1G band for outdoor IoT

applications. The unlicensed spectrum allocation is limited,

especially in the S1G band compared with other 2.4 GHz

band. For example, Japan only allocates 7.6 MHz spectrum

in 920 MHz band for active radio devices in the ARIB

STD-T108 (20 mW) [1]. The constraint spectrum allocation

indicates that 802.11ah devices and 802.15.4g devices may be

forced to coexist, i.e., share frequency spectrum. In addition,

802.11ah network and 802.15.4g network can have thousands

of nodes. Both technologies have communication range of

1000 meters for IoT applications. These features significantly

increases the coexistence potential. Therefore, ensuring

harmonious coexistence of these two wireless technologies is

important.

802.11ah mandates the support of 1 MHz channel, which

is much narrower than the 20 MHz channel for conventional

802.11 in the 2.4 GHz band. As a result, the existing

coexistence technologies designed for the 2.4 GHz band may

not be suitable for the coexistence of 802.11ah and 802.15.4g

in the S1G band. Therefore, the coexistence of 802.11ah

and 802.15.4g needs to be further investigated. Accordingly,

IEEE New Standards Committee and Standard Board formed

IEEE 802.19.3 Task Group in December 2018 to develop

an IEEE 802 standard for the coexistence of 802.11ah and

802.15.4g in the S1G frequency band [2]. Authors of this

paper have been leading this standard development.

[3] proposes a prediction based self-transmission control

method for 802.11ah to ease its interference impact on

802.15.4g. [4] introduces α-Fairness ED-CCA method for

802.11ah to mitigate its interference on 802.15.4g caused by

its higher ED threshold. To address the interference caused by

the faster backoff of 802.11ah, [4] also proposes Q-Learning

based backoff mechanism for 802.11ah to avoid interfering

with 802.15.4g packet transmission process. However,

these coexistence technologies improve the performance of

802.15.4g at the expanse of 802.11ah. This paper aims

to develop coexistence technologies that improve 802.15.4g

performance without degrading 802.11ah performance. We

first evaluate coexistence behavior and identify coexistence

issues by using the developed S1G band coexistence

simulator. We then propose a hybrid CSMA/CA mechanism

for 802.15.4g to achieve better coexistence with 802.11ah.

The rest of this paper is organized as follows. Section

2 presents related work. Section 3 evaluates coexistence

behavior and issue of 802.11ah and 802.15.4g. We introduce

the proposed hybrid CSMA/CA mechanism in Section 4. In

Section 5, we introduce our S1G band coexistence simulator.

Performance evaluation of the hybrid CSMA/CA mechanism

is conducted in Section 6. Then, we conclude our work.

2 Related Work

There are existing coexistence technologies developed for

conventional 802.15.4 to address its coexistence with 802.11

in the 2.4 GHz band. [5] proposes a decentralized approach to

mitigate interference by adaptively adjusting energy detection

(ED) threshold. [6] proposes an adaptive backoff mechanism

to survive coexistence with 802.11. [7] designs a cooperative

busy tone method via a special device to enable 802.11 to

be aware of 802.15.4 transmission. [8] proposes a hybrid

device to coordinate 802.11 and 802.15.4 transmissions.

[9] proposes an adaptive interference mitigation scheme for

802.15.4 to control its frame length based on the measured

802.11 interference via a hybrid device.
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Table 1: The majority of available performance evaluation, and conventional coexistence researches.

Reference Year Target System Band Objective Validation Tool

This article 2020 11ah & 15.4g Sub-1 GHz delivery rate and latency ns-3

J. Guo, P. Orlik [3] 2017 11ah & 15.4g Sub-1 GHz delivery rate and latency ns-3

Y. Liu, J. Guo et al.[4] 2018 11ah & 15.4g Sub-1 GHz delivery rate and latency ns-3

W. Yuan et al. [5] 2010 11b & 15.4 2.4 GHz throughput OPNET

E.D.N Ndih et al. [6] 2016 11 & 15.4 2.4 GHz delivery rate MATLAB

X. Zhang, et al. [7] 2011 11 & 15.4 2.4 GHz analytical model, throughput analytical, ns-2

J.Hou et al. [8] 2009 11 & 15.4 2.4 GHz delivery rate experiments

J.W. Chong et al. [9] 2015 11 & 15.4 2.4 GHz throughput analytical

B. Badihi et al. [10] 2013 11ah & 15.4 Sub-1 GHz throughput and energy consumption OMNeT++

R. Ma et al. [11] 2017 11b & 15.4 2.4 GHz analytical model, throughput analytical & unknown simulator

Before the work in [3] and [4], to the best of our

knowledge, no other existing work addresses the coexistence

of 802.11ah and 802.15.4g in the S1G band. The

related studies are done either for 802.11ah or 802.15.4g

only. [10] compares performance of 802.11ah and

conventional 802.15.4 in the S1G band. The results reveal

that 802.11ah network achieves higher channel efficiency

than 802.15.4 network. [11] investigates the coexistence

issues of 802.11b and 802.15.4 in the 2.4 GHz band.

It shows that 802.11b can significantly interfere with

802.15.4. However, our investigation shows that the

existing studies only reveal one side of the story. Table 1

shows majority of available performance evaluation and

conventional coexistence researches.

3 802.11ah and 802.15.4g Coexistence

Behavior and Coexistence Issue

Before conducting coexistence performance evaluation, we

briefly introduce the functional differences between 802.11ah

and 802.15.4g, which affect the coexistence behavior of

802.11ah and 802.15.4g.

802.11ah defines OFDM PHY and uses the ED-CCA with

a threshold of -75 dBm per MHz for coexistence control with

other non-802.11 systems. 802.15.4g specifies MR-FSK,

MR-OFDM and MR-O-QPSK PHYs and only addresses

coexistence among devices using different 802.15.4g PHYs.

802.15.4g ED threshold is lower than -75 dBm, e.g., its ED

threshold is in [-100 dBm, -78 dBm] for FSK PHY.

802.11ah channel width is in the unit of MHz, i.e., 1

MHz/2 MHz/4 MHz/8 MHz/16 MHz. However, 802.15.4g

channel width is in the unit of kHz, i.e., 200 kHz/400 kHz/600

kHz/800 kHz/1200 kHz. 802.11ah data rate ranges from 150

kbps to 78 Mbps for even one spatial stream. On the other

hand, 802.15.4g data rate ranges from 6.25 kbps to 800 kbps.

802.11ah CSMA/CA and 802.15.4g CSMA/CA are much

different. 1) 802.11ah allows immediate channel access.

802.15.4g, however, requires backoff no matter how long

channel has been idle. 2) 802.11ah backoff is much faster than

802.15.4g backoff due to much smaller parameters as shown

in Table 2, where 802.15.4g parameters are for FSK PHY

operating in 920 MHz band. 3) 802.11ah requires backoff

suspension, i.e., 802.11ah device must perform CCA in each

backoff slot and can decrease backoff counter only if the

channel is idle. On the other hand, 802.15.4g has no backoff

suspension. 802.15.4g device performs CCA after the backoff

procedure completes.

The ED threshold, channel width, data rate and first two

CSMA/CA features are in favor of 802.11ah. However,

the third CSMA/CA feature is in favor of 802.15.4g.

Theoretically, an 802.11ah packet can be infinitely delayed,

but an 802.15.4g packet has bounded delay.

Table 2: 802.11ah and 802.15.4g CSMA/CA Parameters

802.11ah Param. Value 802.15.4g Param. Value

CCA Time 40 µs phyCCADuration 160 µs

Slot Time 52 µs UnitBackoffPeriod 1160 µs

SIFS Time 160 µs AIFS Time 1000 µs

DIFS Time 264 µs SIFS Time 1000 µs

Based on forementioned functional differences, the

purpose of 802.11ah and 802.15.4g coexistence simulation

is to explore how network traffic and network size affect the

coexistence behavior of 802.11ah and 802.15.4g as well as

what are the critical coexistence issues to be addressed.

We use packet delivery rate and packet latency as metrics

to evaluate the coexistence performance. The packet delivery

rate is measured as the ratio of number of packets successfully

delivered and total number of packets transmitted. The packet

latency is measured as time difference from the time packet

transmission process starts to the time the packet receiving

is successfully confirmed. In other words, the packet

latency is given by BackoffT ime + DataTXTime +
AckWaitingT ime + AckRXTime. The simulation setup

is described in section 5.

In Figs. 1 and 2, solid lines represent 802.11ah network

performance and dash lines illustrate 802.15.4g network

performance. In addition, 50-20-20 indicates 50 nodes for

each network, 20 kbps offered load for 802.11ah network, 20

kbps offered load for 802.15.4g network, and so on.

Fig. 1 shows packet delivery rate of 802.11ah network

and 802.15.4g network. We have following findings: 1)

For all scenarios, 802.11ah network delivers near 100%

of the packet, which indicates that network traffic and

network size have less impact on 802.11ah packet delivery

rate. 2) 802.11ah network traffic has impact on 802.15.4g

packet delivery rate. 802.15.4g network packet delivery

rate decreases as 802.11ah network traffic increases. 3)

802.15.4g network traffic affects more on its packet delivery

rate. 802.15.4g network packet delivery rate decreases

significantly as its network traffic doubles. 4) The network

size has little effect on 802.15.4g network packet delivery

rate.
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Figure 1: Packet Delivery Rate

Figure 2: Packet Latency

Fig. 2 depicts the corresponding packet latency. We

have following observations: 1) For all scenarios, 802.15.4g

network achieves similar packet latency, which indicates that

802.15.4g packet is either delivered with the bounded delay

or dropped and therefore, network traffic and network size

have little impact on 802.15.4g packet latency. 2) 802.11ah

network traffic has impact on its packet latency. 802.11ah

packet latency increases as its network traffic increases.

3) 802.15.4g network traffic has more impact on 802.11ah

packet latency. 802.11ah network packet latency increases

more as 802.15.4g network traffic doubles. 4) Network size

has major influence on 802.11ah packet latency. 802.11ah

packet latency increases significantly as the number of nodes

doubles, which verifies that 802.11ah packet can be infinitely

delayed. These results show that 802.11ah network and

802.15.4g network interfere with each other. This observation

is different from that drawn by existing studies that only

reveal the 802.11ah interference on 802.15.4g. Based on these

findings, coexistence technologies need to improve 802.15.4g

delivery rate and reduce 802.11ah packet latency.

4 Hybrid CSMA/CA for 802.15.4g to Coexist

Better with 802.11ah

This section presents the proposed hybrid CSMA/CA for

802.15.4g to improve 802.15.4g delivery rate and reduce

802.11ah packet latency. The proposed hybrid CSMA/CA

for 802.15.4g allows 802.14.g device to perform immediate

channel access.

An 802.15.4g device cannot communicate with an

802.11ah device. Therefore, 802.15.4g devices cannot

coordinate with 802.11ah devices for interference mitigation

Figure 3: Hybrid CSMA/CA for IEEE 802.15.4g

without special assistance. However, 802.15.4g devices

can explore the weakness of 802.11ah devices to increase

their channel access opportunity when they detect severe

interference from 802.11ah devices. An 802.11ah device

must perform backoff process after the busy channel. Before

the backoff process, 802.11ah device must wait for a DIFS

(264 µs) time period. This 264 µs waiting time plus random

backoff time gives 802.15.4g devices opportunity to start

transmission before 802.11ah devices if 802.15.4g devices are

allowed to have immediate channel access capability, which

is not allowed in the 802.15.4g standard.

To compete with more aggressive 802.11ah for channel

access, we propose an innovative hybrid CSMA/CA

mechanism for 802.15.4g. Depending on severity of

the 802.11ah interference, the hybrid CSMA/CA switches

between two modes: immediate channel access disabled

mode when 802.11ah interference is not severe and

immediate channel access enabled mode when 802.11ah

interference is severe. In the first mode, the standard

802.15.4g CSMA/CA is applied. In the second mode, the

proposed immediate channel access enabled CSMA/CA is

employed.

Fig. 3 shows the hybrid CSMA/CA mechanism. To decide

a CSMA/CA mode, the hybrid CSMA/CA first determines the

severity of 802.11ah interference. If the 802.11ah interference

is not severe, the standard 802.15.4g CSMA/CA is applied. If

the 802.11ah interference is severe, the immediate channel

access enabled CSMA/CA is used. In this mode, the hybrid

CSMA/CA enables 802.15.4g devices to have immediate

channel access capability. The blue blocks show the flow

chart of the immediate channel access. Consider that the

immediate channel access by multiple 802.15.4g devices

within a neighborhood may also cause collision, the hybrid

CSMA/CA computes an optimal probability for stochastic

decision making, i.e., perform immediate channel access or

backoff.

To compute the optimal probability, an 802.15.4g
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device first determines number of 802.15.4g neighbors by

monitoring neighbor’s packet transmission. Assume there

are Ng 802.15.4g devices in a neighborhood and each device

has probability p to take immediate channel access and

probability 1− p to perform backoff. Let X denote binomial

random variable
∑Ng

i=1
Xg

i , where Xg
i (i = 1, 2, ..., Ng) is

random variable representing decision of 802.15.4g neighbor

i. Then P (X = k) =
(

Ng

k

)

pk(1− p)Ng−k and E[X] = Ngp.

To avoid collision among 802.15.4g transmissions due to

immediate channel access, optimal strategy is that only one

802.15.4g device take immediate channel access and rest of

802.15.4g devices perform backoff, i.e., E[X] = 1, which

gives optimal probability po = 1

Ng

.

Based on the optimal probability po, the hybrid CSMA/CA

decides if immediate channel access or backoff is performed.

The Yes decision leads to CCA operation. If the CCA

returns idle channel, the immediate channel access takes

place. The No decision leads to backoff. To do so, 802.15.4g

device increases backoff parameters to avoid collision with

transmission process of the immediate channel access device

and also give 802.11ah device opportunity to transmit next

and therefore, reduces 802.11ah packet latency.

5 802.11ah and 802.15.4g Coexistence

Simulator

The existing simulation tools for 802.11 and 802.15.4, e.g.,

NS-3 [12] and OMNeT++, do not implement 802.11ah and

802.15.4g. Furthermore, to the best of our knowledge, there

is no simulation tool that supports coexisting 802.11 and

802.15.4. We have developed an NS-3 based coexistence

simulator for 802.11ah and 802.15.4g, in which we adopt the

third party 802.11ah module [13] and implement 802.15.4g

FSK PHY in the 920 MHz band. The challenges include

the interfacing independent 802.11ah module and 802.15.4g

module and the received power conversion.

Fig. 4(A) shows the developed interface between 802.11ah

module and 802.15.4g module, where two modules notify

each other with their transmission via a TX Info message that

contains device position, transmission duration, transmission

power, frequency, bandwidth, antenna gain, etc. Upon

receiving TX Info message from other party, 802.11ah device

and 802.15.4g device first compute the corresponding RX

power Prx4g and Prxah, respectively, as shown in Fig. 4(B),

where same transmission power is assumed. In other words,

802.11ah device computes 802.15.4g received powerPrx4g as

if it was an 802.15.4g device and 802.15.4g device computes

802.11ah received power Prxah as if it was an 802.11ah

device. Using the received power computed, 802.11ah device

and 802.15.4g device compute interference power level from

other party as

P 4g
int =Prxah[dBm]− 10 log

10
(CHah/CH4g)[dBm],

P ah
int =Prx4g[dBm],

(1)

where P ah
int is interference power to 802.11ah from 802.15.4g

transmission, P 4g
int is interference power to 802.15.4g from

802.11ah transmission, CHah and CH4g represent the
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Figure 4: Sub-1 GHz Band Coexistence Simulator Model
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Figure 5: ITU-R P.1411-9 Propagation Model

channel width of 802.11ah channel and 802.15.4g channel,

respectively. Using the interference power level and

transmission duration, 802.11ah device and 802.15.4g device

perform the enhanced CCA operation such that if the

interference power is above the corresponding CCA-ED

threshold, the channel status is considered as busy no matter

what channel status is returned by their respective CCA

operation.

Propagation model is another key component for practical

simulation. NS-3 implements eight propagation models

designed for general use scenarios without considering the

emerging IoT applications. Both 802.11ah and 802.15.4g

target the outdoor applications such as smart utility and

smart city. Therefore, we adopt ITU-R P.1411-9 model for

propagation between terminals located from below roof-top

height to near street level. The median value of the
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Non-Line-of-Sight (NLoS) loss is given by

Lmedian
NLoS (d) = 9.5+45 log

10
f+40 log

10
(d/1000)+Lurban,

(2)

where f is the frequency, Lurban depends on the urban

category and is 0 dB for suburban, 6.8 dB for urban, and d
is the distance. Fig. 5 shows the propagation loss of LoS

model, Suburban NLoS model and Urban NLoS model for

transmission power of 13 dBm. With -78 dBm ED threshold,

the intersection of the red curve and green dash line represents

the effective energy detection distance for 802.15.4g, which

is about 50 meters for Suburban NLoS model and 34 meters

for Urban NLoS model. For 802.11ah with -75 dBm ED

threshold, the corresponding distances are 42 meters and 28

meters, respectively.

6 Hybrid CSMA/CA Performance Evaluation

In this section, we evaluate the proposed CSMA/CA

performance compared with standard 802.15.4g CSMA/CA.

We adopt the simulation parameters recommended by IEEE

802.19 Working Group [14]. The frequency is in the 920

MHz band, transmission power is 13 dBm, 1 MHz channel for

802.11ah, 400 kHz channel for 802.15.4g, 802.11ah OFDM

PHY rate is 300 kbps and 802.15.4g FSK PHY rate is 100

kbps. ITU-R P.1411-9 propagation model is employed in the

simulation.

Typical two scenarios of [14] are simulated. One 802.15.4g

network consists of 50 nodes uniformly deployed in a circle

centered at PANC (Personal Area Network Coordinator) with

radius of the effective energy detection distance. The PANC

is located at (0, 0). Three 802.11ah networks are deployed

inside 802.15.4g network with each 802.11ah network having

17 or 33 nodes uniformly distributed in a circle centered

at corresponding AP with radius of the effective energy

detection distance. Based on propagation model, three APs

are located at (8, 0), (-4, 6.928), (-4, -6.928) and (6, 0), (-3,

5.196), (-3, -5.196), respectively. The offered network load is

20 kbps or 40 kbps. The offered network load is uniformly

distributed among network nodes. The packet size is 100

bytes.

Scenario-1: The offered load for both networks is 20

kbps, i.e., 400 bps offered load per node, which leads to

0.13% duty cycle for 802.11ah node and 0.4% duty cycle

for 802.15.4g node. These duty cycles are much lower than

the 10% duty cycle specified in ARIB STD T108 standard

[1]. With 100 bytes of packet size, each node generates 0.5

packet per second. For both standard CSMA/CA and hybrid

CSMA/CA, Fig. 6 shows that 802.11ah network delivers

100% of the packet. The standard CSMA/CA delivers

92.37% of 802.15.4g packet. The hybrid CSMA/CA delivers

95.77% of 802.15.4g packet, i.e., 3.4% improvement without

degrading 802.11ah packet delivery.

Fig. 7 shows that for both 802.11ah and 802.15.4g,

standard CSMA/CA achieves shorter packet latency than the

hybrid CSMA/CA due to less 802.15.4g packet delivered.

802.11ah has shorter packet latency than 802.15.4g. In

this case, the hybrid CSMA/CA increases 802.11ah packet

latency slightly.

Table 3: Packet Delivery Rate Comparison

11ah 15.4g

Standard Hybrid Standard Hybrid Diff.

Scenario 1 100 % 100 % 92.4 % 95.8 % 3.4 %

Scenario 2 100 % 100 % 86.2 % 90.7 % 4.5 %

Scenario-2: The offered load is 40 kbps for 802.11ah

network and 20 kbps for 802.15.4g network, i.e., the offered

load is 800 bps for 802.11ah node and 400 bps for 802.15.4g

node, which leads to 0.26% duty cycle and 0.4% duty cycle,

respectively. These duty cycles are much lower than the 10%

duty cycle limit. Each 802.11ah node generates 1 packet

per second and each 802.15.4g node generates 0.5 packet

per second. Fig. 8 shows that both standard CSMA/CA and

hybrid CSMA/CA deliver near 100% of 802.11ah packet.

The hybrid CSMA/CA improves 802.15.4g packet delivery

rate from 86.2% given by standard CSMA/CA to 90.7%.

This 4.5% improvement is done without degrading 802.11ah

packet delivery. It indicates that as 802.11ah network traffic

increases, the hybrid CSMA/CA provides more improvement

on 802.15.4g packet delivery rate. Fig. 9 shows that 802.11ah

and 802.15.4g have similar packet latency. For 802.15.4g,

standard CSMA/CA achieves slightly shorter packet latency

than the hybrid CSMA/CA due to less 802.15.4g packet

delivered. However, the hybrid CSMA/CA maintain overall

802.11ah packet latency compared with [4].

Table 3 shows Packet Delivery Rate of 802.11ah and

802.15.4g for both standard 802.15.4g CSMA/CA and the

proposed hybrid CSMA/CA for 802.15.4g. The hybrid

CSMA/CA can improve 802.15.4g packet delivery rate by

4.5 % without degrading 802.11ah packet delivery rate in

Scenario 2.

7 Conclusion

The heterogeneous wireless technologies developed for

IoT applications increase the coexistence potential and

present coexistence challenges. This paper takes IEEE

802.11ah and IEEE 802.15.4g as target technologies to

investigate the Sub-1 GHz band coexistence. We evaluated

802.11ah and 802.15.4g coexistence behavior and identified

802.15.4g packet delivery rate and 802.11ah packet latency

as the coexistence issues to be addressed. Accordingly, we

proposed a hybrid CSMA/CA mechanism for 802.15.4g to

achieve better coexistence with 802.11ah. To contend for

channel access with more aggressive 802.11ah, the hybrid

CSMA/CA allows 802.15.4g to perform immediate channel

access. Using the developed Sub-1 GHz band coexistence

simulator, we conducted the performance analysis of the

proposed hybrid CSMA/CA. Compared with the standard

802.15.4g CSMA/CA, simulation results show that the hybrid

CSMA/CA can improve 802.15.4g packet delivery rate by

4.5 % without degrading 802.11ah packet delivery rate. The

hybrid CSMA/CA also maintain overall 802.11ah packet

latency compared with conventional work [4].
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Figure 7: Packet Latency (Scenario 1)

Figure 8: Packet Delivery Rate (Scenario 2)

Figure 9: Packet Latency (Scenario 2)
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Figure 1: Software update for in-vehicle ECU. 
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Abstract - Vehicles with autonomous driving, V2V, and 
V2R functions are being shipped to the market. These 
vehicles have many electronic control units and the size of 
software can be significant. Moreover, security risks are 
associated with being connected to the network. Thus, 
software update technologies by over-the-air technology are 
necessary. However, the bandwidth of most popular in-
vehicle networks using controller area network technology 
is too small. This has time implications for updating 
software. Differential compression technologies have been 
developed for software updating. However, these 
technologies require large random-access memory (RAM) 
sizes, and there are some situations wherein the differential 
compression technologies cannot be used. In this study, we 
propose a new method applicable to small RAM-sized 
systems that offers improved general-purpose compression 
together with reuse of the original dictionary. 

 
Keywords: software update, ECU, NOR type flash memory 
compression, binary difference. 

1 INTRODUCTION 

Many car manufacturers are developing autonomous 
vehicles. Autonomous vehicles have numerous electronic 
control units (ECUs) for sensors and controllers for 
equipment. The size and complexity of software are 
increasing over time, and, hence, releasing completely error-
free software becomes increasingly difficult to achieve.  

Moreover, the number of connected cars is increasing, and 
many ECUs attract attacks by hackers; therefore, regular 
software updates is essential [1,2].  

Over-the-air (OTA) updating technology is appropriate for 
updating ECU software. In many cases, binary difference 
technologies are used for OTA updating, as this reduces the 
number of software that needs to be transmitted to correct 
errors in ECU software [3]. 

Figure 1 shows the typical software updating system for 
ECUs developed by many original equipment manufacturers 
(OEMs). The new versions of software are developed and 
maintained by OEMs and tested and authorized by car 
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companies. New versions of software are delivered by OTA 
technology through cellular networks or via direct 
connection to a second-generation on-board diagnostic 
(OBD II) port. The updated software is sent to individual 
ECUs through the in-vehicle network.   

Typical in-vehicle networks are controller area networks 
(CANs) [4]. However, the network bandwidth is very 
narrow, at about 500 Kbps. There are faster in-vehicle 
networks [5], but they are quite expensive. The typical in-
vehicle network, therefore, is slow, and most software 
updating time is consumed delivering the updates through 
the CAN [3]. Updating time depends totally on the update 
file size.     

The driver cannot drive the car while the ECU software is 
being updated through the CAN. Therefore, the updating 
time must be as short as possible. For this reason, binary 
difference technology is critical [3,6].  

When software changes are made, in many cases some 
code is deleted and added, as shown in Figure 2. There are 
also many cases in which some code is changed. However, 
this case can be processed by deleting the old code and 
adding the new code. As a result, some codes are moved.  
Therefore, binary difference updates can be represented by 
two commands.  

However, even if the changed codes are small, there could 
be many differences in the code. Because there are many 
references such as a jump or accessing the memory, 
sometimes the references might be changed, as shown in 
Figure 3. This figure also shows the no-changed code being 
changed by the linker according to the references that are 
changed. 

There are many studies on binary difference technology as 
discussed in Section 2.  

There are many different types of ECU, some of which do 
not have sufficient random access memory (RAM) to use 
binary difference technology. Some ECUs have NOR-type 
flash memory that has a small amount of RAM. If the size of 
the RAM is smaller than the size of the erase block of flash 
memory, binary difference technology cannot be used. 
When part of the new software is written to the flash 
memory, the rest of the program in the same erase block 
cannot be referenced.  

In many cases, fixing errors only requires small changes. 

However, there may be many differences in the binary code 
depending on the references. Therefore, effective 
compression technologies must be developed.  

Many compression algorithms search for repeating 
sequences of symbols, as described in Section 2. The 
references are different in the different sequences. However, 
there are many of the same sequences that do not include the 
reference.   

In this study, we focus on these cases and propose a new 
compression technique with a dictionary for extracting, and 
then we present an evaluation of our compression algorithm 
method.  

2 RELATED STUDIES 

There are many software update services available such as 
Windows Update and the software updating services used in 
mobile phones. However, these services can take a long time 
to execute, and this problem has been the focus of a large 
number of research. The problem consists of two main 
issues: time to deliver the new software version to the target 
device and time to rewrite the software on the target device. 

Software updating for ECUs, satellites, etc. are processes 
that connect to the service through a slow network. For these 
cases, the delivery time is the largest problem. Software 
updating for cellular phones, personal computers, etc. are 
processes that often require a long time to rewrite the new 
version on the target device.  
   A large number of research focused on this area, including 
our previous studies [7-9]. Software structure is critical to 
the binary difference and rewriting time [7]. That study 
reported that the module structure is related to both the size 
of the binary difference and rewrite time. Some compression 
technology is useful for NAND flash memories because the 
decompression time is shorter than the time needed to read 
the non-compressed data from NAND flash memories. 
However, it is difficult to make small binary differences on 
such devices. Hence, we proposed a new binary difference 
technique for this type of device [8,9].       

  There are also several studies on data compression. 
Binary difference technology is the base strategy [3,10]. 
Many studies are based on binary difference technologies 
that require the RAM to be larger than the unit size of the 
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Figure 5: ECU software update by compressed data 
 

erase block on flash memories. There are some studies that 
address reducing the RAM [11,12]. However, these 
techniques also require the RAM to be larger than the unit 
size of the erase block in flash memories. 

Our previous study [13] assumed the RAM is small and 
cannot be used with binary difference technology. This 
study compares the general compression method from the 
time of extraction. There are many general-purpose 
compression algorithms [14]. From this study [13], the 
LZ77 algorithm [15] was found to be suitable for updating 
an ECU that cannot use binary difference technology.  

There are two other aspects that should be considered. One 
is the integrity of the software. There are many integrity 
technologies suitable for this type of software, such as CRC 
check, and hash methods. The other aspect for consideration 
is security. There are many reports of attacks on vulnerable 
CANs. CAN communications are based on a message 
broadcast process. Therefore, if the attacker connects to the 
CAN through an OBD II port, they can easily sniff the 
messages. There are many studies related to this [16-20]. 
However, there are no studies about security combined with 
updating time. Therefore, in this study, we focus on the 
updating time. 

3 SOFTWARE UPDATE FOR IN-VEHICLE 
ECU 

3.1 Software Update 

In the factory, manufacturers update software to fix errors 
or address security problems. as shown in Figure 1. They 
know the following items for the target ECUs, 
 CPU type and size of RAM for each CPU. 
 Size of NOR flash memory and size of the erase 

block for each ECU 
 In the factory, they generate the data for updating the 
software from the old version to the new version. After 
testing the software, they release it. Vehicles download the 
new software by OTA with updates of ECU information.   

If the ECU has sufficient RAM to be able to update using 
binary difference technology, the binary difference version 
is applied to the old version. Otherwise, the compressed 
form is applied for the update. We assume this type of 
software update.  

3.2 Software Update for ECU  

Figure 4 shows how to update the ECU software. First, the 
new code in binary difference form is downloaded to RAM 
through the CAN. Second, the old version in an erase block 
is read from flash memory and stored in RAM. Third, the 
new code is applied to the old version and the new binary 
images are generated in the RAM. Then, the erase block on 
flash memory is erased. Finally, the new images are written 
into the erase block from RAM. In this process, the size of 
the RAM must be greater than the size of the erase block. 

Therefore, if there is not enough RAM, it is not possible to 
use the binary difference technology to update the ECU. If 
there are spare erase blocks, they can be used by erasing and 

writing the erase blocks twice. It might be care the writing 
time. 

Figure 5 shows the flow for updating the ECU with 
general-purpose compression technology. The code for the 
update is downloaded and stored in the RAM through the 
CAN. After extracting, the data are written on the erase 
block that is cleaned. In this case, a large amount of code 
can be updated by repeating this process for different parts 
of the whole.  

4 PROPOSED METHOD 

4.1 Data Compression 

There are many studies on data compression. Most studies 
are based on Huffman encoding [21], LZ77 [22], and LZ88 
[23] and used a dictionary containing previously used 
strings. In our previous studies [13], many algorithms were 
compared based on different aspects, including rewired 
memory, time for extracting, and compression ratios. Our 
previous study showed that algorithms based on the LZ77 
algorithm were suitable for updating ECUs. The 
compression time is not important because compression is 
processed in the factory.  

In this study, we have improved the Zstandard algorithm 
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[24] based on LZ77 for updating the ECU.  

4.2 Reused Dictionary for Compression  

LZ77 replaces the string position and length with details of 
previous occurrences of the same string. If there are no 
similar strings, it is not replaced. The area in which strings 
are searched is referred to as a window, which slides 
incrementally. The dictionary is made up from referenced 
strings. 

 Figure 6 shows the proposed method, which is an 
improved version of the original LZ77. Before shipping, the 
old version of the code is written on the flash memory. The 
old version is compressed, and the dictionary for extraction 
is also written on the flash memory and shipped with the old 
version. 

When a software update is required, the new version of the 
software is compressed using the old (extraction) dictionary, 
which was saved with the old version on the shipped ECU. 
Then, after the compressed data are delivered, as shown in 
Figure 6, the old version is compressed. Then, the second 
string “ABC” is replaced with the position and length of the 
first string “ABC” in the dictionary. This position is not the 
string that appeared in the old version.  

If software update is required, the new version is 
compressed with the old dictionary used for extraction. 
Certainly, the format of extraction and compression should 
be different. The dictionary for compression should have an 
index, etc. However, in this study, the two different 
formatted dictionaries were treated as the same dictionary 
because only the format was different. 

The compressed old version with the pre-set dictionary 
(the old dictionary for extraction) was on the ECU, and the 
new data were decompressed using the pre-set dictionary. In 
Figure 6, the string “ABC” is in the pre-set dictionary. Then, 
the symbols that refer to the string “ABC” in the new code 
are replaced by “ABC.” With this method, the compression 
ratio is less than the conventional method, as shown in the 
lower part of Figure 6. The new symbol “D” was added to 
the old version. There are no symbols “D” in the pre-set 
dictionary. However, the conventional compression method 

generates a new dictionary, which includes the symbol “D,” 
and can obtain a better compression ratio.   

However, the download size is different. Only the 
compressed data without the dictionary have to be 
downloaded using our proposed method. The compressed 
data with the new dictionary must be downloaded by using 
the conventional method. This is the tradeoff between the 
two methods. Moreover, the proposed method requires 
additional flash memory. The size of flash memory is also a 
tradeoff between the two methods. 

4.3 Flow of Software Update 

Figure 7 shows the flow of the software update from initial 
shipping to generating the new software on the target ECU. 
We define the shipping version as the old version. Software 
update indicates that the old version is replaced by the new 
version. Before shipping, the old version is compressed by 
an algorithm based on LZ77 in the factory. Then, the 
dictionary part for extraction is extracted from the 
compressed data. The software code that is not compressed 
and the dictionary for extraction are written on the NOR-
type flash memory in the shipped ECU. This dictionary is 
used for extracting the new data.  

During the software update, the new version is compressed 
at the factory using the old dictionary. The compressed 
software without the dictionary is downloaded through OTA 
and the in-vehicle network. On the target ECU, the new 
software is extracted from the RAM using the (old) 
dictionary on the flash memory. The old code on the erase 
blocks is erased and the new code on RAM is written on to 
the blocks.  

Figure 8 shows an example of the software update flow on 
the ECU. Our proposed method is suitable even if the size of 
the RAM is not large enough. In that case, the data for an 
erase block are divided into smaller portions, and the 
download, decompression, and update process are repeated 
for each portion. The flow is as follows: 
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Table 1: data for evaluation (Toppers APS kernel) 
 

Version Data size(bytes) 
1.9.0 28,742 
1.9.1 28,742 
1.9.2 28,746 
1.9.3 28,746 

 

(1) The first data is downloaded. 
(2) An erase block is erased. 
(3) The new data are extracted on to the RAM using the 

old dictionary, and the new code is written on the 
target block. 

(4) Steps (1)–(3) are repeated continuously until all the 
data are downloaded and extracted. 

(5) After the updating, the data should be confirmed by 
conventional methods (e.g., CRC or check sum). 

5 EXPERIMENT AND EVALUATION 

5.1 Experimental Conditions 

 We applied our proposed method to the Advanced 
Standard Profile kernel in Toppers [24] software, which is a 
well-known operating system for embedded CPUs. We 
prepared four versions that were numbered from 1.9.0 to 

1.9.3. The size of the binary code for each version is shown 
in Table 1.  

We built the binary code for the ECU that used the 
advanced RISC machine (ARM) processor. We assumed 
that the initial version is 1.9.0, which would have been the 
shipped version. Zstandard [25] was applied as the 
conventional compression algorithm.  
We measured the compression ratio and compression ratio 
with multiple update for the conventional method and our 
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5.2 Evaluation 

5.2.1. Compression Ratio 

Table 2 shows the compression ratios after compression 
using the conventional method and the proposed method for 
each version. The size of the pre-set dictionary was 31,304 
bytes. This dictionary included all strings and indices. 
Therefore, its size was larger than the original data size. 
However, the strings’ pattern with no reference are 
necessary. These strings are needed for compression but not 
needed for extraction. Therefore, the compressed data 
excluded these types of strings.  

The compression ratio is highly effective using the 
proposed method; however, it required additional flash 
memory space. This is the tradeoff. If the flash memory is 
too small, the size of the dictionary is limited. In these cases, 
short length strings or strings that are referenced only a few 
times are omitted to reduce the size of the dictionary. 
However, the size of the data is larger than the result with 
the original method.  

5.2.2.  Multiple Update 

The software update for the ECU might be repeatedly 
applied. In the case of software for a PC or a mobile phone, 
new versions are released many times. Therefore, we should 
assume there will be multiple updates. If the binary 
difference technology is used, there are no problems because 
the difference between successive versions is generally very 
small. However, our proposed method uses the dictionary of 
the initial version. Therefore, the difference becomes larger 
in proportion to the version numbers. That is, updating data 
becomes more significant in proportion to version numbers.  

Table 2 shows that the compression ratio increase is linear. 
However, update time might not be important in some 
situations. For example, a vehicle may be parked at the 
airport or with the dealer for maintenance. In this case, a 
long update time might be acceptable to the driver, and the 
new dictionary can be downloaded. Figure 9 shows the 
relation between version number and dictionary 
compression ratio.  

This indicates that the if the dictionary can be updated, 
the driver should update the dictionary.  

6 CONCLUSION 

In this study, we have proposed a new compression 
method for updating ECU software. It is based on binary 
difference technology and conventional compression 
technologies. Many studies on software updating adopt 
binary difference technology. An ECU that does not have 
enough RAM cannot be used with binary difference 
technology. In that case, we propose a new method that 
improves the general-purpose compression technologies. 

A suitable compression technology is LZ77, which our 
previous studies reported on. LZ77 makes a dictionary of 
references to previously appearing strings. We have 
proposed a new method that uses the old dictionary for 
extraction. We evaluated our method and achieved good 
results. However, we evaluated only with an ARM 
processor. We need to evaluate other platforms that will be 
part of our future studies.   
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Abstract - Some robotic cars such as Toyota’s Micro 
Palette have been developed. These small robotic cars are 
suitable for use as transport, guide, and patrol robots on 
campuses or in buildings. These small robots move 
autonomously using a location information system, obstacle 
detection system, and maps. We focus on a patrol system for 
finding suspicious but harmless people such as aged 
wanderer. We assume that the patrol robots have GPS for 
their location information system, laser imaging detection 
and ranging (LiDAR) for obstacle detection, an infrared 
sensor for human detection, and a Bluetooth device for 
authorized human detection. In this paper, we describe the 
results of our basic experiment using LiDAR and an infrared 
sensor. 

 
Keywords: patrol, automated robotic car, LiDAR, 

Infrared sensor, detection of innocent suspicious person 

1 INTRODUCTION 

Numerous studies have recently been conducted on 
automated vehicles with many types of sensors, digital maps, 
and route guidance functions. Automated vehicles must 
avoid many types of accidents. Therefore, unmanned 
operated vehicles can operate in limited areas, and many 
studies on robotic vehicles that can be used within limited 
routes have been conducted [1–3]. However, new 
technologies for automated vehicles can reduce the many 
constraints placed on robotic vehicles. Therefore, some 
systems for robotic vehicles such as described in [1] have 
been developed. Such robotic vehicles are available for 
users within a limited area such as the inside of a campus or 
building. 

The applications of such robot are as follows: 
(1) delivering services.  
(2) guidance services.  
(3) security services. 

We are planning to introduce robotic vehicles on the 
campus of Kanagawa Institute of Technology to reduce 
costs. Through such an introduction, a delivery service can 
reduce its number of delivery and receiving personnel. 
Guidance services can use such vehicles to benefit their 
guests. Finally, security services can reduce their patrol 
costs.   

In this study, we focus on security services such as patrols. 
The patrol service has the following objectives: 

(1) Detecting suspicious people who try to avoid a patrol 
(i.e., a deterrent). 

(2) Detecting and leading suspicious people who are not 
malicious. 

(3) Detecting suspicious objects. 
However, it is difficult to distinguish authorized people 

from suspicious people who are non-malicious. In this paper, 
we propose a patrol system that distinguishes these two 
types of people. We then show the results of a basic 
experiment indicating that our proposed method can obtain 
good results.  

2 PATROL 

2.1 Patrol in KAIT Campus 

In this section, we describe the aims of the patrol used on 
our campus. Figure 1 shows the KAIT campus. There are 
many buildings on campus. Buildings no. 2 and no. 5 are 
only used for lectures. Other buildings have lecture rooms, 
personal rooms for professors, and rooms for office workers. 

During the day, the main purpose of a patrol is finding 
suspicious objects included illegal parking. Because there 
are many students, teachers, office workers, and 
neighborhood residents on campus during the daytime, they 
are not required to go through an admission and 
confirmation process to enter the campus. However, all 
rooms except lecture halls are locked, and only students and 
teachers with approval can enter them. 

During the nighttime, only teachers and students with 
permission can stay on campus. Therefore, a patrol service 
is required. The purposes of such a patrol were mentioned in 
section 1. Currently, security patrols are provided outside 
the campus buildings several times at night. Moreover, they 
patrol inside the buildings for other purposes. Therefore, 
they cannot conduct a patrol if a problem occurs.  

Thus, we studied a way to introduce patrol robots on our 
campus. The robot works as a delivery and guide robot 
during the daytime. At night, the robot works as a patrol 
robot. The main purpose of introducing such robots are to 
reduce costs. Another purpose is a safe patrol. When finding 
a person who has fallen, the patrol robot might have to put 
on a gas mask. If the robots have a gas sensor, they can send 
such information to the control center. Figure 2 shows the 
goal of our study.  

The control center controls the parking, charging, and 
communicating space through WiFi. There are many 
buildings and many objects between buildings (e.g., benches 
and trash bins). We are planning to put 5G equipment 
between each building. In these areas, the possibility of 
finding a human is greater than in other areas. Therefore, 
robots should be able to be controlled by the center using 5G.  

It is difficult to find suspicious people. However, robots 
may encounter non-malicious people. Because, they do not 
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Figure 1: Map of KAIT campus 
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Figure 2: Image of goal of our study 

think he is not illegal. Then, we hope that the robot can deter 
and find non-malicious people. Examples of non-malicious 
people include aged wanderers and children. 

2.2 Current Patrol 

Currently, many patrol systems consist of human 
patrollers and monitoring cameras. These cameras show the 

surrounding area and information for security guards. 
Moreover, the camera is used for deterrence. However, 
security guards must decide what action they should take for 
every case when applying this system. This means that the 
guards are constrained by time. Moreover, it is not easy to 
analyze the still images from monitoring cameras at night or 
under poor weather conditions.   
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Table 1: Specification of 2D LiDAR (RP-LiDAR A1M8) 
 

Item Value 
Size 98.5mm x70mm x60mm 
Weight 170g 
Range of distance measuring 0.15-6m 
Range of horizontal angle 0-360 
Resolution of distance <0.5mm 
Resolution of angle ≤1 degree 
Sampling interval 0.5ms 
Sampling rate 2000～2010Hz 
Scanning rate 1～10Hz 

 

3 ROBOTS 

We are planning to introduce robots for many different 
purposes. The robots are based on small automated vehicles, 
and have many sensors: 
 GPS  
 2D and 3D LiDAR for object detection 
 Infrared camera 
Moreover, robots can communicate through a network such 
as LTE, WiFi, Bluetooth, and 5G.  

We assume the robots are a type of autonomous vehicle. 
Therefore, they have a campus map. Moreover, they have 
3D LiDAR (VLP-16) [4] and GPS. In addition, they can 
update the map dynamically using their own 3D LiDAR and 
can compare the previous information with the current 
information.  

Moreover, we assume there are no steps outside of the 
buildings on our campus. The robot speed is almost the 
velocity of a walking human. 

4 PROPOSED METHOD 

4.1  Human Detection 

Humans can be detected using 2D LiDAR. The robot can 
also have 3D LiDAR which has sufficient functions. 
However, the patrol might be an autonomous robot guided 
on the road by electricity or a magnet. Therefore, we 
propose using 2D LiDAR to reduce costs. Of course, if 3D 
LiDAR can be used, there will be no problems in applying 
our proposed method. 

There are some methods used to detect humans through 
2D LiDAR [5]. This technique depends on the fact that 
humans must move. If a human does not move, it is difficult 
to distinguish the human from an object.  Therefore, we use 
an infrared camera as an additional sensor. This camera can 
easily sense the temperature of the target. Therefore, we 
combine the two types of data. It is also difficult to 
distinguish humans from other big animals (e.g., dogs and 
cats). However, on our campus, such cases are rare. In 
addition, the sensing length and width are different with 
both sensors. Therefore, we have to confirm this idea using 
our sensors. 

4.2 Suspicious Object Detection 

 There have been many studies on suspicious object 
detection. Some techniques for object detection have applied 
improvised explosive devices without maps [6]. However, 
this technique requires a stereo camera. There are other 
techniques that detect using fast encoding of a point cloud 
[7].  

In our proposed system, we adopt a conventional method 
using 2D LiDAR and maps. If the difference is larger than 
the threshold, the object is suspicious. However, we must 
implement and evaluate our system for defining the 
threshold.  

4.3 Suspicious Human Detection 

In our campus, some students and teachers walk around at 
night for relaxing or buying something. They are therefore 
not suspicious. However, we changed the rules for staying 
on campus at night. If a student or teacher wants to say on 
campus at night, they have to apply to the office using an 
app on their smartphone. Then, if the request is approved, 
the app can receive the permission information. 

The robots can communicate with a user’s smartphone 
through Bluetooth and can confirm their permission. If they 
cannot confirm their permission, they are deemed suspicious. 
However, if the robot detects some people and not all of 
them are confirmed, it becomes difficult to identify the 
suspicious people.  

However, at night, such cases are rare. Therefore, we 
should implement our system and test it in the field. If these 
cases are not as rare, the robot can go to each person and 
communicate through the NFC.     

4.4 Proposed Experiment System 

The robot is similar to a TOYOTA Micro-pallet [8]. 
Therefore, a 2D LiDAR (RPLiDAR A1M8) [9] can be 
installed on top of the robot (at a height of approximately 1 
m). This LiDAR can scan 360 degrees. Table 1 shows the 
specifications of the 2D LiDAR. The maximum range of 
distance is 6 m. Although we think this distance is 
insufficient for the actual field, it is sufficient for our first 
step. 
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Figure 3: Prposed System 
 

Figure 3 shows our experiment system. The robot has a 
Raspberry Pi4 [10], which is independent from the 
autonomous vehicle functions. A Raspberry Pi4 has many 
communication functions including Bluetooth, WiFi, NFC, 
and LTE. Moreover, it can control many sensors such as 
LiDAR, an infrared camera, and GPS.  

First, the 2D LiDAR detects an object or human and 
measures the angle and distance. Second, the infrared 
camera recognizes whether the target is human. Next, the 
Raspberry Pi4 searches for devices around the robot using 
Bluetooth. If a device answers, the application on the 
Raspberry Pi4 communicates with the application on the 
device and obtains the code information and confirms it with 
the server in the control center. If the code is authorized, 
there are no problems.  

If there are more than two people, the Raspberry Pi4 
communicates with same number of devices. If all devices 
are autolyzed, no problems occur. However, if a different 
number of devices is not autolyzed, the robot moves or calls 
another robot from a different location. Then, two or three 
robots will try to check the target area from a different 
location. As a result, the suspicious human can be identified, 
as shown in Figure 4. Moreover, if the human is difficult to 
distinguish, the robots approach the human and request the 
human to touch a smartphone with an NFC against the robot 
or request the human to input the code. 

Figure 5 shows the data flow and operation of our system. 
Our system is a support system for a security guard. 
Therefore, it is not so severe to the accuracy. However, we 
must apply it in a test field for evaluation. 

5 EXPRIMENT 

We conducted an experiment on the functionality and 
accuracy of the 2D LiDAR as the first step of our system. 
Figures 6 and 7 show examples of a map of the area around 
the robots. Using this map, we can detect an object or 
human within approximately 6 m. This map is generated by 
a point cloud. The location is determined by comparing the 
dynamic map and static map with GPS. There have been 
many studies on this type of function [11–14]. Figure 6 
shows a map with no people or walls. Figure 7 shows the 
results of the sensing of three people and walls. We can see 
the difference at the center of the map. 

However, there are many cases of people and objects. 
Therefore, the suitable distance of the sensing differs for 
each case. As the second step, we have to experiment on our 
campus under numerous scenarios.   

Moreover, we think suitable distance for measure is 
different for each situation. Thus, we have to try many kinds 
of LiDAR.   

6 CONCLUSION 

We proposed a patrol system and attempted to conduct an 
experiment as the initial step. We must conduct experiments 
on many aspects and using many types of sensors in the near 
future. Every year, at least one elderly person is found by a 
security guard on our campus. Every time, the guard brings 
them back to their home safely. However, we are afraid that 
an elderly person will have an accident on our campus. 
Therefore, security guards are expected to introduce our 
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Figure 6: Example of map generated by RP-LiDAR 
 
 
 

 
 

Figure 7: Example of map generated by RP-LiDAR with 
human. 

 
 

robots into their patrols.  
In this paper, we reported the results of the first stage of 

experiments. We plan to test the second stage of 
experiments in the near future.  
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2.3 Issues with Spindle and Servo Synchronous  
Control 
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Abstract – In food plant factories, data are collected using 
production management systems and external and internal 
environmental sensors. However, predicting yields for fruit 
and vegetable crops is difficult because they are often 
cultivated outside and, therefore, are frequently affected by 
unstable external environmental conditions. Thus, analysis of 
yield-related factors and prediction have been carried out at 
various plant facilities. Explaining the unifying factors is 
difficult because each facility has different equipment and 
environmental control methods. Therefore, the purpose of 
this study is to identify the factors related to fruit and 
vegetable yields according to facility-specific conditions and 
to develop a model generation process to predict the yield that 
is applicable to various facilities. The model generation 
process involves selection of data, feature design and 
preprocessing, selection of model structure, and optimization 
and evaluation of the model. To identify the model structure, 
Multiple Linear Regression Analysis, Generalized Additive 
Models, and Random Forests are used.  

 
Keywords: Yield Prediction, Plant Factory, Fruits and 
Vegetables, Statistical Modeling, Machine Learning 
 

1 INTRODUCTION 

The number of food plant facilities worldwide continues to 
increase and is estimated to continue to increase [1][2]. 
According to a study by the Yano Research Institute, the 
global market size of facility-grown crops is expected to be 
16.5 billion yen in 2020 [3]. The number of plant facilities 
has increased due to the frequent occurrence of unseasonable 
and abnormal weather conditions and the growing safety and 
security consciousness of consumers.  
A plant factory is a cultivation facility that enables the 

planned production of vegetables and other plants through 
advanced environmental control and growth prediction [4]. In 
such factories, to facilitate growth analysis and yield 
prediction, significant amounts of data are collected using 
production management systems and external and internal 
environmental sensors. Yield prediction is important to match 
market demand and prevent overproduction. However, yield 
prediction for fruits and vegetables, such as eggplant and 
tomato, has been difficult [2][5].  
Two main factors make it difficult to predict the yield of 

fruits and vegetables. First, such crops are often affected by 
unstable external environmental conditions. In general, plant 
factories are classified as artificial light plant factories and 

solar powered plant factories, which rely on sunlight [6]. 
Because fruits and vegetables require strong light for growth, 
they are commonly grown in solar plant factories. Therefore, 
growth is affected by weather conditions, such as the rainy 
season and winter. Since plant windows are opened and 
closed to prevent the occurrence of mold in the facility and 
the air is taken in from outside, it is also affected by the 
external environmental factors other than available sunlight, 
such as temperature and humidity. Second, yield prediction is 
related to individual growth characteristics. For example, 
compared to leafy vegetables, fruits are more affected by the 
environment for a longer period of time because both 
flowering and fruiting periods can be affected. In addition, 
predicting the harvest time and yield from a single seedling 
because multiple fruits can be harvested from a single 
seedling over time.  
Therefore, research has been conducted in various facilities 

to analyze and predict factors related to fruit and vegetable 
yields. Previous studies have analyzed and predicted daily 
yields of tomatoes grown in a greenhouse [5] and a study that 
applied nonparametric regression to analyze and predict 
yields for tomatoes also grown in a greenhouse [7]. These 
studies targeted specific facilities and crops and have gone 
through a facility-dependent model generation process. 
However, since each facility has different equipment, 
environmental control methods, and production standards, 
developing a model that can be applied to all facilities and 
explain the factors in an integrated manner is difficult. In 
addition, it is difficult to generate a universal model because 
of changes in supply and demand due to social conditions, 
institutional reforms in agriculture, and the introduction of 
new equipment in factories.  
Therefore, the purpose of this study is to identify the factors 

related to the yield of fruits and vegetables according to 
facility-specific conditions and to develop a model generation 
process that is applicable to various facilities. Here, the 
ultimate goal is to develop a yield prediction system that can 
be used by plant employees. The model generation process 
comprises (1) data selection, (2) data visualization, (3) feature 
design, (4) selection of prediction methods, and (5) model 
optimization. 

2 RELATED RESEARCH 

2.1 Prediction methods 
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Many studies have investigated yield prediction using 
various machine learning techniques, such as artificial neural 
networks and boosted regression trees [8][9][10]. Such 
techniques have achieved high prediction accuracy: however, 
machine learning is limited in its availability because it 
requires a large amount of training data. 
In addition, to machine learning, statistical modeling has 

also been used as a prediction methods. Related studies 
include those by Hoshi et al. [5] and Okuno et al. [11]. In 2000, 
Hoshi et al. predicted daily yields of tomatoes grown in a 
greenhouse using topology case-based modeling (TCBM) 
[12] and multiple regression analysis. TCBM was the most 
accurate, with an average absolute error of 26%. In 2018, 
Okuno et al. proposed combining machine learning methods 
and statistical modeling for asparagus yield prediction. Using 
a Bayesian network as a machine learning method and 
multiple regression analysis for statistical modeling, the 
authors report that they were able to generate a regression 
model that can be used effectively as a clear basis for the 
prediction results and estimate the yield by capturing the 
trend of increase and decrease. However, validation of the 
prediction accuracy for small amounts of data and various 
seasons has not been carried out. To the best of our 
knowledge, comparative studies using multiple methods have 
not been carried out. 

2.2 Feature generation 

 In developing a model, considering what features should 
be incorporated is an important task. Many of the related 
studies mentioned previously incorporate features related to 
environmental data, such as temperature, humidity, light, and 
precipitation To shape the environmental data, only the most 
basic statistics, such as average, maximum, and minimum 
values over a period of time, are used to generate the features. 
However, with this method, finding factors related to yield is 
difficult because of the small variation in features, and the 
accuracy of the model cannot be increased to the maximum.  

2.3 Research tasks 

As mentioned previously, the model generation process 
formulated in this study consists of five sub-processes, 
performed in the following order: (1) data selection for model 
generation, (2) data visualization, (3) feature design, (4) 
selection of prediction methods, and (5) model optimization. 
From the issues in the related research, the major challenges 
are designing the features and selecting the prediction method. 
Therefore, there are two research tasks in this study.  
(1) Selecting a method to build a predictive model 
Preparing a large amount of data is difficult for plant 

factories because of the significant environmental and 
cultivar variation caused by the introduction of equipment. 
Therefore, it is necessary to select a prediction model 
construction method that can be used even with a relatively 
small number of data. In other cases, it is also necessary to 
select a method whereby the process by which the final 
prediction result is calculated is easily understood. It is 
important to develop models that enable farmers to 
understand the theory of prediction models because 
unconvincing prediction models are unacceptable to farmers. 

(2) Selecting the feature extraction method 
The actual yield data are considered time series data. A 

defining characteristic of time series data is that the datasets 
are closely related; therefore, it is necessary to generate 
features that can express the relationship and find the 
relationship with the target variable. Consequently, it is 
necessary to shape various features, such as median, variance, 
standard deviation, Fourier transform, and autocorrelation 
coefficients. 

3 PROPOSED METHOD 

3.1 Approaches 

The approaches to the research tasks described in Section 
2.3 are as follows.  
(1) Selection of a method to construct a predictive model that 
can provide predictions even with small amounts of data and 
can interpret the model structure. 
 (2) Selection of methods to exact various features from the 
time series data. 
A more detailed description of these approaches is given in 
Section 3.2. The model generation process that incorporates 
each approach is described. 

3.2 Model generation process 

As mentioned previously, the model generation process 
involves five sub-processes. In this research, we formulate 
these processes as a simple arithmetic procedure to enable us 
to identify factors related to yield and to generate a model that 
can accurately predict yield according to various facility-
specific conditions. For each of the five sub-processes, we use 
a specific fruit as the base case to generate the model.  

(1) Data selection 
The data should be continuously acquired and recorded at 

each facility, rather than being based on costly surveys or 
confidential information. Therefore, in this research, initially, 
we only use environmental data to generate the model. The 
environmental data includes external weather data and 
internal environmental data. We select environmental data 
because it is common for plant factories to acquire and record 
external and internal environmental data. 

(2) Data visualization 

Data visualization facilitates the analysis of relationships 
between objective variables and features and identifies 
outliers. Scatter plots can be used to visualize data. A scatter 
plot takes one feature on the x-axis and another on the y-axis 
and plots the dots at each data point. In this case, since there 
are more than three features, we use a scatter plot matrix 
(paired plot) to plot all possible feature combinations. In 
addition, to obtain a clearer picture of the correlations 
between the attributes, we use a heat map of the correlation 
matrix as well as the scatter plot diagram. 
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(3) Feature design 

Here, we provide details of the approach described in 
Section 3.1, “Selection of methods to exact various features 
from the time series data.” Feature design involves designing 
a method to generate features and designing a method to 
select features. In time-series data, observed values and time 
points are recorded, and it is necessary to generate features 
that capture the characteristics of the data order and forward 
and backward relationships. Autocorrelation, which is a 
feature of time series data, can be applied to generate features. 
Autocorrelation is the correlation between time series dataset 
and data that is shifted several time steps. A previous study 
[5], used autocorrelation to generate features [5], and 
indicated that the features contributed significantly to 
prediction accuracy. Therefore, in this study, we also generate 
features from past yields.  
In addition, we use a Python package called tsfresh (Time 

Series Feature Extraction on the basis of Scalable Hypothesis 
tests) [13] to generate various time-series-specific features. 
Although feature generation depends on the number of data, 
it is possible to generate close to 800 features per attribute. 
Some basic features include mean, maximum, and minimum 
values. Several other complex features, such as peak number, 
median, variance, standard deviation, features using Fourier 
transform and autocorrelation coefficients, and time-reversal 
symmetry features, are also available. TSFRESH is used 
because it can easily generate a large number of time-series 
data-specific features.  
Next, we describe three feature selection methods. The first 

method uses the SELECT_FEATURES TSFRESH function. 
This function uses statistical hypothesis testing to select only 
features that are likely to be statistically significant. The 
second method is mutual information-based feature selection. 
This method calculates how similar the product of the 
simultaneous distributions P(X, Y) and the individual 
distributions P(X)P(Y) are feature X and feature Y. The third 
method uses the Variance Inflation Factor (VIF) to check 
whether multicollinearity is occurring. If multicollinearity is 
present, the feature is selected by deleting the corresponding 
variable. 
 

(4) Prediction method selection 
Here, the use of methods with a small amount of data and 
interpretable model structure are described. The selection 
criteria for the prediction method are: (i) It is possible to 
search for and evaluate the regression structure of the features 
for the prediction model. (ii) It is possible to construct a 
model with high prediction accuracy with a small number of 
data. We select the following three candidates for the 
modeling methods that can satisfy both criteria.  
 The first candidate is Multiple Linear Regression (MLR), 
which is a general statistical method for predicting 
continuous values of objective variables using two or more 
features. MLR is widely used to predict yields of various 
crops and also in fruit and vegetable yield 
prediction[5][9][11]. MLR is also selected because it has 
obtained some accuracy in prediction. To examine the best 
feature combinations, a stepwise method based on the Akaike 
Information Criterion (AIC), a common statistical variable 

selection method, is implemented. The second candidate is 
the Generalized Additive Model (GAM), which is selected 
because it can provide predictions at the same level of 
accuracy as a machine learning model and retain the 
advantage of a linear model where the relationship between 
the objective variables and the features is easy to understand. 
Here, similar to MLR in the GAM, we also implemented the 
stepwise method based on the AIC. Finally, Multivariate 
Adaptive Regression Splines (MARS) were selected as the 
third candidate because, compared to GLM, it can explicitly 
represent the interaction between, features including tipping 
points in the tree structure [14]. 
 

(4) Model optimization  
We divide the target data in training data (75%) and test data 

(25%) and evaluate the datasets using the hold-out method. 
The correlation coefficient (R) and the mean absolute error 
(MAE) are used as performance indicators of the regression 
model, where R measures the linear relationship between the 
predicted value and the measured value, and MAE is the 
average value (in physical units) of the difference between 
the predicted values. Since the percentage of yield varies from 
crop to crop, MAE is expressed as a percentage relative to the 
average yield.  
For the developed model, the prediction accuracy is 

evaluated by R and MAE, and the most accurate prediction 
method is selected. 

4 EXPERIMENTS 

4.1 Target facility 

The experimental facility in this study is a solar-powered 
plant factory located in Hakodate, Hokkaido (hereafter 
referred to as “Plant Factory A”). Plant Factory A owns two 
greenhouses that produce and sell hydroponically grown 
fruits and vegetables (7 fruits and 17 leafy vegetables). In 
addition to sensing environmental data, such as temperature, 
humidity, CO2 concentration, and nutrient concentration in 
the hydroponic solution, Plant Factory A also collects 
external weather data, such as temperature, humidity, 
precipitation, and light intensity. Sensing both external and 
internal environmental data is useful for environmental 
control in the facilities.  
We confirmed the demand for yield prediction of fruits and 

vegetables in Plant Factory A from interviews with 
employees in charge of management and employees in charge 
of actual production. 

4.2 Target crop 

We selected mini cucumbers as the crop for which the 
prediction model is developed. Cucumbers were selected as 
the base case because they are one of the major crops in the 
intake ranking of Japanese people [15]. Figure 1 shows a mini 
cucumber in actual cultivation. Mini cucumbers are the main 
crop cultivated at Plant Factory A. Plant Factory A has a large 
mini cucumber cultivation area. The product has a fast harvest 
cycle, and mini cucumbers are shipped almost every day. 
Therefore, we considered that there is a high demand for 
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growers to develop a yield prediction model for mini 
cucumbers.  

 
Figure 1 Mini cucumbers being grown 

4.3 Target data and problem setting 

 In this section, we describe the data used for model 
construction and the problem setting.  
(1) Target data  
The data used for model construction and evaluation were 

collected over a period of 67 weeks from February 1, 2018 
to June 31, 2019. Plant Factory A measures and records 
internal environmental data and external meteorological data. 
Data are collected using sensors installed at several locations 
inside and outside the facilities. Data are recorded every 
minute, and average values are measured every 10 minutes. 
Table 1 lists the environmental data being measured. Nine 
environmental data are candidates for the features.  

 
Table 1: Measured environmental data 

Internal data External data 
l Temperature in the 

house 
l House humidity 
l CO2 concentration 
l Satiation 
l Nutritive solution 

concentration 
l Illuminance 

l Air temperature 
l Air humidity 
l Amount of light 

 
Next, interviews with producers were conducted as a 

reference for feature selection. Based on the interviews, we 
excluded nutrient concentration and illuminance from the 
features. Nutrient concentration was excluded concentration 
of the nutrient solution was always constant and no 
significant change was observed when the variance of the 
data was actually checked. Illuminance was excluded because 
the irradiation time was defined as 15 hours from 4:00 am to 
7:00 pm and no difference was observed between hours or 
days. We judged that even if we incorporated very small 
changes in the data into the features, the importance of the 
features in the constructed model would be very low, and 
there was a high possibility that they would introduce noise. 

 
(2) Problem setting 
By interviewing management and production employees, 

we set the yield for a single week from the day following the 
day on which the yield is predicted (hereafter, the prediction 
date) as the objective variable. The prediction date was fixed 
as every Saturday, and the dataset was created accordingly. 
The reason for setting every Saturday is that Plant Factory A 
has a meeting every Saturday to make a sales plan for the 

following week and wants to use the data for the next week's 
yield forecast in that meeting. The objective variable, i.e., the 
yield for one week from the day following the prediction date 
(hereafter referred to as the weekly yield), is to be predicted 
using environmental and production data up to the forecast 
date. 

4.4 Data visualization 

(1) Visualization of Weekly Yield Trends  
We analyzed the trends in weekly yields and the factors that 

contributed to the increase or decrease in yields. As a 
preprocessing step, we changed the time axis to weekly yields 
because the objective variable, yield, was classified in detail 
by plots and sowing dates. Figure 2 plots the changes in yields 
that shows the yield change in the period used for training the 
model. The average weekly yield was 135 kg (4500 plants), 
and the average daily yield was 19.3 kg (642 plants). These 
values are also used in the evaluation of the model.  
First, we analyzed the trend patterns that appear in the time 

series data. Here, yield data is a type of time series data. Four 
main trend patterns appear in the time series data: trend 
variation, cyclical variation, seasonal variation, and irregular 
variation. The analysis shows that it is a trend pattern of 
irregular variation. Therefore, it is speculated that a method 
that can represent nonlinear behavior is likely to be 
appropriate as a prediction method. 
Next, we identified periods when yields fluctuated 

significantly and analyzed the reasons for the change. The 
greatest increase in yield was in the period from late May to 
early October 2018. The number of plants was not a factor 
because the number of plants did not change significantly, i.e., 
it did not vary from season to season.  
Based on these results, we decided to exclude the date data 

(harvest, sowing, and planting dates) and the number of plants 
from the features because there was no relationship with the 
yield.  

 
Figure 2: Weekly yield change of mini cucumber 

  
(2) Visualization of relationships between attributes 

 The results of the analysis of the relationship between the 
objective variables and features and the relationship between 
the features are described. Figure 3 shows the scatter plot 
matrix, and Figure 4 shows the heat map table of the 
correlation coefficients. In Figure 3, the scatter plot matrix is 
an extract of the attributes that showed a particularly strong 
correlation with the objective attributes. Spearman's rank 
correlation coefficient was used to calculate the single 
correlation coefficient. 
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Ten attributes, including the objective variables, were used in 
the analysis, and light preprocessing was done to facilitate  
the analysis. This section describes the preprocessing 
performed. First, the time axis of the recorded data was 
converted from every 10 minutes to days. Next, since several 
missing values were found, e.g., due sensing equipment 
malfunctions, the data were supplemented with the average 
values of the three days before and after the missing values. 
Finally, the period of the environmental data for the attributes 
was created using the seven days prior to the base date (the 
day before the prediction date). Seven days is the number of 
days from mini cucumbers flowering to harvest. Many studies 
report that the environmental factors in this period are 
important [9][16]. The list of attributes created as a result of 
the preprocessing is shown in Table 2.  

 
Table 2: Potential predictor attributes in crop datasets 

 
The strongest correlation among the environmental data was 
found for the maximum temperature with a single correlation 
coefficient of 0.78, followed by carbon dioxide concentration 
(−0.74) and mean temperature (0.68). It can be confirmed 
from the data that 
 

 
 
 
 
the solar plant factory is affected by the external weather 
conditions in many ways. The reason for the strong 
correlation between maximum temperatures is that the 
optimum growing temperature for mini cucumbers is said to 
be approximately 18 °C–25° C, and the growth is inhibited if 
the temperature is too high or too low. The paired plot 
diagrams showed outliers for some attributes, and it is 
necessary to consider how to process these data during 
preprocessing. 
 

4.5 Feature design 

First, a total of 9802 features were extracted using 
TSFRESH. Features that cannot be handled, such as missing 
values and infinity, were removed. Next, the features were 
reduced to 204 using the statistical hypothesis test of the 
SELECT_FEATURES function, which is also provided by 
TSFRESH. Finally, the three features were extracted by 
mutual information and the VIF. The features obtained as a 
result of the selection are shown in Table 3. We were able to 
extract time-series data-specific features. Model optimization  
and selection of the best prediction method were performed 
using these features. 

4.6 Model optimization 

First, MLR, the GAM, and MARS methods were used to 
find the optimal feature combinations and hyperparameters in 
the training data. Table 4 summarizes the results of the most 
accurate feature combinations and the optimal 
hyperparameters. As can be seen the importance of the 
features differs for each method. 
 
 
 
 

Attribute name Attribute description 
yieldWeight Yield weight (kg) 
airTempMax Maximum temperature (℃) 
airTempMin Minimum temperature (°C) 
airTempAve Average temperature (°C) 
outHumidAve Humid (%) 
lightIntensityAve Solar radiation (kWh m–2) 
tempAve Average Temperature in the facility 

(°C) 
tempMax Maximum Temperature in the facility 

(°C) 
tempMin Minimum Temperature in the facility 

(°C) 
cdAve carbon dioxide concentration (ppm) 

Figure:4 The heat map table 
of the correlation coefficients 

 

Figure: 3 Scatter plot matrix 
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Table 4: Model tuning results 

 
Table 5 shows the predicted accuracy results in the training 

and test data using the tuned features and hyperparameters. 
From the evaluation results of each accuracy measure, it was 
found that, among the three methods, MARS had the highest 
prediction accuracy for the test data. Overall, there was a 
pronounced tendency to overlearn. Figure 5 is a graph of the 
measured and predicted weekly yields. 
 

Table5: Evaluation results for each accuracy index 

Technique R MAE (%) 
Train Test Train Test 

MLR 0.875 -0.324 16 51.9 
GAM 0.898 -0.340 14.6 54.9 
MARS 0.820 0.279 20.0 21.0 

 

 
Figure 5: Measured and predicted results 

of weekly yields 
 

 
 

 

4.7 Discussion 

First, we discuss the results of the feature selection for each 
method. PYW and LIA(Table 4) were selected for all three 
methods. PYW refers to past yields and is an autocorrelation 
feature specific to time series data. The LIA is the amount of 
light and is affected by the weather, which is a characteristic 
of a solar plant factory, which was confirmed from the model 
structure.  

Next, we consider the results for the test data for the MARS 
model, which had the highest accuracy. The R = 0.279 value 
(Table 5) indicates that there is a weak correlation between 
the measured and predicted values. Compared to a previous 
related study [9], which investigated the accuracy of 
prediction models using multiple machine learning methods, 
R = 0.42 (the model with the highest  R value), is low 
accuracy. It can be seen from Figure 5 that the model does not 
accurately represent the timing of large increases and 
decreases in yield. The results show that there is still room for 
improvement with regard to accuracy. In this study, we made 
predictions using only features related to environmental data; 
however, we believe that there is a limit to the accuracy of 
predictions using environmental data alone. A study by Hoshi 
et al [5] reported that production engineering factors, such as 
working hours and days of the week, rather than the air 
temperature and solar radiation, were more than twice related 
to daily production with a correlation coefficient. Since 
various factors, such as environmental and production 
engineering factors, are involved in plant factories, it is 
necessary to investigate new features in the future. On the 
other hand, the MAE was 21.0%, which is almost equivalent 
to the prediction accuracy of 18.12% in a previous study [9]. 
This prediction accuracy is comparable to that of machine 
learning. 

We asked the employees of the plant factory to confirm the 
results of this study, and they said that the accuracy of this 
study was not yet at the practical level. They pointed out that 
to achieve a practical level, it is more important to know the 
trend of yield increase or decrease than the error. In the future, 
we will improve the accuracy with the goal of capturing yield 
trends to meet the needs of employees in the plant factory. 

The present experiments suggest that MARS can be used 
to develop a model that shows a certain prediction accuracy. 
However, there is room for improvement in terms of errors.  

5 CONCLUSION 

Feature 
code name Feature name Feature description 

PYW pastYieldWeight__cwt_coefficients__widths_(2, 
5, 10, 20)__coeff_0__w_5 

Previous week’s yield of the objective variable, 
Calculates a continuous wavelet transform for the 
Ricker wavelet, also known as the Mexican hat 
wavelet. 

LIA lightIntensityAve__quantile__q_0.8'  solar radiation,  
Calculates the 0.8 quantile of lightIntensityAve. 

ATA airTempAve__cwt_coefficients__widths_(2, 5, 
10, 20)__coeff_0__w_10' 41 

Average temperature. 
Calculates a continuous wavelet transform for the 
Ricker wavelet. 

Table3: Scatter plot matrix 

Technique Feature Hyperparameter 
MLR PYW, LIA, ATA  
GAM PYW, LIA, ATA Select = FALSE 

Method = REML  
 

MARS PYW degree=3 
nprune=2 
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5.1 Summary 

The purpose of this study was to identify the factors related 
to the yield of fruits and vegetables according to facility-
specific conditions and to develop a model generation process 
to predict the yield that is applicable to various facilities. To 
address the two research problems, (1) examination of 
methods to extract features and (2) examination of methods 
to construct a prediction model, we have adopted the 
following approaches: (1) selection of a method to construct 
a predictive model that can perform effectively even with 
small amounts of data and can interpret the model structure, 
and (2) selection of methods to exact various features from 
the features of time series data. We generated new features 
from the acquired data and searched for the optimal 
hyperparameters. The experimental results demonstrate that 
the importance of the features differs for each statistical 
modeling method. Among the three statistical modeling 
methods, the model using MARS provided the most accurate 
yield predictions.  

 

5.2 Future tasks 

(1) Verification of the applicability of the model 
generation process to crops in other environments 

In this paper, an optimal model generation process was 
developed using the mini cucumber as the base case. In future, 
we will evaluate the usefulness of the proposed method by 
verifying whether the developed process can be applied in 
different environments.  

(2) Development of a Yield Prediction System  
We will develop a web system that displays the results of a 

week's yield prediction based on the various prediction 
models we have developed. The users of the system are the 
management and production employees of the plant factory. 
It is envisioned that yield prediction system will help system 
users to develop accurate production and shipping plans. 
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Abstract - The decrease in working population has 

become a social problem because of the decreasing birthrate 

and aging population in Japan. In the building facilities 

management industry, as the number of large office 

buildings has increased since the collapse of the “bubble 

economy,” the sense of human resources shortages in 

management and administration is increasing. Furthermore, 
the building facility management business is a unique 

service based on operational experience in diversified office 

buildings. Although we have accumulated know-how in the 

operations of large-scale office buildings, transferring know-

how is becoming a challenge as the population ages more 

than ever.  

We propose a method to improve the efficiency of facility 

management operations and the transfer of know-how using 

the information from building tenants, which was not 

previously utilized. In this study, we used text mining and 

machine learning methods to convert the daily report data, 

including inquiries and complaints from tenants into 
relevant information for facility managers. We also 

performed a simulation using the daily data of large office 

buildings in operation to evaluate our proposal. 

 

Keywords: Building Facilities Management，BEMS，text 

mining，machine learning，Large Office Buildings 

1 INTRODUCTION 

The decrease in the working population has become a 

social problem due to decreasing birthrate and aging of the 

population in Japan. In the building facilities management 

industry, as the number of large office buildings have 

increased since the collapse of the “bubble economy,” the 

sense of human resources shortages in management and 
administration is increasing. In addition, the building facility 

management business is a unique service based on 

operational experience in diversified office buildings. 

Although we have accumulated know-how in the operations 

of large-scale office buildings, transferring know-how is 

becoming a challenge as the population ages more than ever. 

[1] [2].  

In recent years, large office buildings adjacent to 

commercial facilities have been attracting more users even 

on weekends and holidays. Moreover, many buildings with 

foreign companies as tenants operate at night because of the 
time difference with their home countries. In such a large 

office building, as users of the building are becoming more 

diverse, the building facilities management service is 

performed by the facilities staff 24 hours a day, 365 days a 

year, and staff is permanently assigned to manage and 

operate the facilities.  

They record all results of periodic inspections, response to 

inquiries and complaints, and Building and Energy 

Management System (BEMS) alarm response, which is 

carried out as part of the facilities management, and report 
to the building management in a daily report format [3]. The 

building manager builds effective relationships with tenant 

contractors based on these reports. Although these reports 

are useful to reduce the number of inquiries and complaints 

from tenants and other users, they seldom use it to improve 

facility management operations. 

Since there is concern that the shortage of human 

resources for facility management will continue to become 

more serious in the future, the need arises to utilize the 

information collected from users of large office buildings to 

improve the efficiency of facilities management operations 

and to transfer know-how. 
In this paper, we propose a method to improve the 

efficiency of facility management operations and know-how 

transfers using the information obtained from tenants in the 

building, which was not previously used. We used text 

mining and machine learning methods to convert the daily 

report data, including inquiries and complaints from tenants 

into relevant information for facility managers. In addition, 

we performed a simulation using the daily data of large 

office buildings in operation to evaluate our proposal. 

 

2 BUILDING FACILITIES 

MANAGEMENT 

2.1 Overview of building facilities 

management services 

In general, maintenance and management of a building are 

outsourced to specialized companies. Outsourcing is 

categorized into three areas: cleaning and sanitation 

management, facility management, security and disaster 

prevention. Facility management includes the general 

management of electrical equipment, air-conditioning 

equipment, water supply, sanitation, and drainage systems to 
detect abnormality early and respond to emergencies. 

Information on facility malfunctions can be obtained by the 

BEMS installed in the building as an alarm. 
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On the other hand, tenants in the building make inquiries 

by telephone to the facility manager if they detect any 

abnormality in the facility. Upon receiving these inquiries, 

the facility manager investigates the cause and takes 

corrective action. In addition, they carry out regular 

inspections according to preset inspection items to check for 

the normality of the facility. All work performed by these 

facility managers is recorded in a daily report and reported 

to the owner. In this way, facility management works are 

diverse, and the required knowledge is extensive. 

2.2 Issues in building facilities management 

In the facilities management of a building, the building 

manager receives alarm warnings detected by BEMS and 

inquiries from tenants and records the details of these 

operations after responding to them. They are reported to the 

building owner in the form of daily, monthly, and annual 

reports. However, these routinely accumulated data are 

rarely used for anything other than reporting to the building 

owner. Ideally, it is desirable to analyze the recorded 

information of responses to improve the efficiency of 

operations, not only to reduce the number of facility 
malfunctions and inquiries from tenant users [4][5]. 

The following are the issues facing building facilities 

management nowadays: 

 

(1) The reason for the lack of progress in the analysis of 

daily report data is related to the characteristics of 

building facilities management operations. In other 

words, because there are many types of facilities and 

the manufacturers and models of equipment installed 

in each building are different, facility management 

work requires more extensive knowledge than 
expertise. For facilities that require a high level of 

expertise, a method to code and analyze the causes of 

failures has been reported [6]. However, it is difficult 

to utilize the data for analysis because facility 

management for various facilities accumulates data in 

natural language. 

 

(2) In the facilities management of a large-scale building, 

several people work in shifts at night and on holidays. 

Therefore, the experience gained in responding to 

inquiries and alarms is accumulated by the individual. 

In other words, in the event that the facility manager 

on duty on the same day receives an inquiry that he 

has never experienced before, or an alarm from 

BEMS, the manager may have to respond to it without 

having any relevant information. In this situation of 

urgent response, the facility manager has to deal with 

the lack of information, and there is a problem of 

repeating inefficient work, such as return to pick up 
the necessary tools repeatedly or doing unnecessary 

work. 

3 PROPOSAL METHOD 

To solve the problems of building facilities management 

described above, we have developed a new system for 

building facilities management. In this chapter, we propose 

a method to enable the know-how transfer and efficiency of 

facility management by utilizing the accumulated daily 

report data. The proposed method consists of a function to 

analyze daily data and a function to utilize the analyzed data. 

3.1 Outline of the proposal 

Figure 1 shows the concept of a proposed method that 

enables the transmission of know-how and efficiency in 

building facilities management operations. The proposed 

method consists of a daily data analysis function and a data 

utilization function. 

The daily data analysis function enables the facility 

manager to input the results of alarms from the BEMS, 

inquiries from building users, and responses into the 

proposed system in the same way as in the past. Since the 
input data are created in natural language, they are 

processed in a form that can be analyzed. The processing 

methods include text mining [7][8], which involves word-

by-word segmentation, cleansing to prevent duplication of 

synonyms and similar words, and machine learning to 

classify them into forms that can be analyzed [9][10]. 

 

 

Figure 1: Proposed method concept 
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In addition, the data utilization function uses the data 

accumulated in the database in a form that can be analyzed 

and outputs information to support the facility manager's 

know-how when responding to alarms from BEMS and 

inquiries from users. At the time of the periodic inspection, 

the information is output as information on the transfer of 

know-how for the predetermined inspection items. 

Additionally, it is output as a daily report to be reported to 

the owner. We extract the inquiries and alarms information 

that occur at regular intervals from the analyzed data and 

input this information to BEMS. When the preset conditions 
are met, BEMS outputs a pre-alarm to enable us to respond 

systematically before an alarm or inquiry occurs. Thus, the 

proposed method utilizes the accumulated information and 

supports the work of facility managers. 

3.2 Daily report data analysis function 

As illustrated in Figure 2, this function analyzes the data 

recorded by the facility manager in natural text when an 

alarm from BEMS or a query from the user is received and 

when the response is completed, and the data is processed 

into a form that is later utilized. Analyze the data and 
process it into the usable form. This method performs 

natural language processing of recorded data using text 

mining and machine learning with rule-based and teacher 

data. The results of the analysis are then used to create data 

for search and visualization. 

As shown in Figure 3, this text mining process divides 

natural sentences entered by the facility manager into the 

smallest meaningful words using a morphological analysis 

method. There are a few building-specific proper nouns, 

such as tenant names and facility names, among others, that 

are divided into these words. To this end, we register tenant 

names and technical terms used in facility management in 
advance, so that the function can recognize them in the 

dictionary. Since there are often many synonyms and similar 

words that interfere with natural language processing, we 

perform cleansing and extract only the words needed for 

analysis. As shown in Figure 4, the words created by text 

mining are automatically classified in machine learning. Six 

items (equipment to be queried, equipment category, cause, 

queried category, symptom, and treatment) are classified 

using a commercially available machine learning software. 

To increase the accuracy of classification, information for 

classification is registered in the teacher data. The data 
output from this machine learning is stored in the database 

and used in 3.3 Data Utilization Function. 

Text mining is a method of extracting useful information 

from text data by dividing the text into words (nouns, verbs, 

adjectives, etc.) and analyzing their frequency of occurrence 

and correlations using natural language analysis techniques. 

The proposed method is used to extract the words necessary 

for the analysis of the equipment. In addition, cleansing is 

the role of removing such data which can cause problems 

such as counting many synonyms and similar words when 

they are included in more than one place. In this proposal, 

we use cleansing to define such data as referring to the same 
floor in a building, since a building may show more than 

one indication of a location, for example, 20th floor, 20th 

level, twentieth floor, etc., which is recognized as a different 

floor, so we use cleansing to define such data as referring to 
the same floor. 

3.3 Data utilization function 

 

 
 

Figure 2: Daily report analysis function block diagram 
 

 

Figure 3: Text mining block diagram 
 
 

 
 

Figure 4: Machine learning block diagram 
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The daily report data analysis function allows us to receive 

alarms from BEMS, user inquiries, and responses to them. 

The results are processed and stored in a form that can be 

analyzed. Based on the data, the facility manager enters the 

received data and performs a search to provide the necessary 

information to the facility manager. The search and result 

display screens are shown in Figure 5. However, with this 

method, we found that it was difficult in many cases to 

retrieve the history of characters in daily reports. Therefore, 

we propose to use the text mining process, which is shown 

in the function to analyze the data processed in 3.2 and 
machine learning for word extraction, cleansing, and 

machine learning attribute classification for analysis. This 

enables the facility manager to respond to the results of a 

search that does not yield the information needed in a 

traditional search, rather than the results of a search. We can 

provide the information necessary to perform. As an 

example of the search results, we cured the leakage by 

bringing plastic sheeting to protect the electrical equipment 

racks and wires. This information is expected to enable even 

inexperienced facility managers who lack the know-how to 

respond based on the same information as experienced 
facility managers. We believe that this function solves the 

problem of not being able to make use of the information 

that has been accumulated from user inquiries and the 

information resulting from responding to those inquiries, 

and, improves the efficiency of the facility manager by 

making use of the data. 

The duties of the facility manager include periodic 

inspections of facilities, which are planned and carried out. 

The checks are carried out according to the inspection items 

prepared in advance. However, the same person does not 

always inspect the same equipment. The facilities 

management work is done in shifts, including night shifts. 
As a result, there are differences in information and time 

between operators. Therefore, by utilizing the data 

accumulated in 3.2, we have created an inspection item in 

advance and added the know-how information to it. 

Additions are made. With this added information, it is 

possible to work after understanding the focal points. 

Furthermore, the efficiency of the information terminals 

may be impaired due to the increase in workload, so that the 

information terminals can be used for the same purpose. A 

mechanism to check the items after they are completed is 

added to the system. This checking mechanism allows you 
to see the difference in work time and makes the difference 

in work time for the same work item clear. It is possible to 

compare with other workers by using graphs, etc., and to get 

know-how from workers who have less time to work. It is 

possible to share the. This can be expected to improve the 

efficiency of building equipment management operations by 

passing on the work know-how. 

The method for obtaining information by visualization is 

shown in Figure 6. It visualizes on which floor the inquiries 

are occurring. In addition, by selecting the corresponding 

floor, the floor plan is displayed, and information such as 

which section of the floor generates the most inquiries is 
visualized by using a bar graph. This visualization enables  

the facility manager to search for inquiries from tenants on 

the search screen shown in Figure 5, and to obtain 

information such as what kind of inquiries were received in 

the past, the results of responses, the tools required for 

responses, and the causes identified in the past. More still, 

the periodic inspection enables us to understand the tenant's 

tendency in advance, therefore we can understand the points 

to be paid attention to in advance. In this way, we believe 

that this function can also be used to visualize the 

characteristics of individual tenan 

ts, such as the kind of inquiries they send out. The plan view 

in Figure 6 can be created by using the Computer Aided 

Design (CAD) data at the time of delivery of the BEMS. 
Moreover, as a result of analyzing the data through 

visualization, we were able to obtain alarms from the BEMS 

and the data from users. It may turn out to be a periodic 

occurrence in inquiries. In this case, the Building 

Automation and Control Networking Protocol (BACnet) 
communication interface is used to respond to the BEMS 

dummy alarm signal. Systematic additions to the items of 

the periodic inspection by generating a pre-alarm and taking 

action makes it possible to prevent alarms and inquiries 

from occurring.  

 

 
Figure 5: Machine learning block diagram 

 

 

 
 

Figure 6: Visualization of inquiries and alarms 
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4 SIMULATION AND EVALUATION 

In this study, using data of two large office buildings 
accumulated over the past ten years: 3 3.2 Daily report data 

analysis function and 3.3 Data utilization function provide 

useful information to facility managers. We evaluated the 

functions provided by the simulation. 

4.1 Daily report data analysis function 

The number of response data accumulated over the past 

ten years in the buildings in question is approximately 

20,000. The most recent of these data is split and inputted, 

and then the teacher data is modified to match the input, and 

Simulations were performed on the number of data that were 
stable with machine learning accuracy above 90%. The 

simulation results are shown in Figure 7. As a result of 333 

inquiries from tenants on November 1, the machine learning 

accuracy was 95%. The effective data rate of the teacher 

data was 71.9%. Then, on January 12, 8,909 entries were 

recorded, with a machine learning accuracy of 90.0% and a 

teacher data. The valid data rate was 95.0%. Subsequently, 

as of March 7, there were inquiries, the accuracy of machine 

learning was 96%, and the effective data rate of the teacher 

data was 100%. Since then, the accuracy of machine 

learning has mostly been unchanged. The results show the 

accuracy of machine learning fluctuates after data input and 
the effective data rate of the teacher data. The amplitude 

range is reduced, and the effective data rate of the teacher 

data is 100%, and the accuracy of machine learning is 95%. 

The data are considered usable when they exceed the value. 

4.2 Data utilization function 

The results of the analysis by the daily data analysis 

function were used to simulate a form of information that 

can be effectively utilized by facility managers. The date, 

time, place, content, cause, treatment, and facilities of the 

inquiries and alarms are extracted from the daily report data, 
which is the history of trouble response. In this way, it is 

possible to reduce the number of problems by predicting the 

occurrence of problems at the right time before a query 

occurs and dealing with them by systematic inspection work. 

A comparison of the number of inquiries from different 

tenants on different floors during the same period showed 

that there were differences in the content of the inquiries. 

The results are shown in Figures 8 and 9. These results show 

differences in the points of concern for each tenant. Tenant 

A made 702 inquiries in six months, as shown in Figure 8. 

Of these, more than half or 452 requests for temperature 

changes were received, indicating that people are highly 
interested in temperature. 

On the other hand, Tenant B made 179 inquiries in six 

months, as shown in Figure 9. Of these, 32 requests to 

change the temperature and 52 inquiries about door noise 

were received. In other words, Tenant A's inquiry about 

door noise was the third most common inquiry with 51 

inquiries, but Tenant B was more interested in indoor noise. 

The number of inquiries about door hinges for the entire 

building is shown in Figure 10. From the analysis of the 

number of these inquiries, we can confirm that they occur in 

a constant cycle of about 3 to 4 months. If we can analyze 

these periodicities, we can prevent the inquiries in advance. 

In other words, if the periodicity can be detected from the 

analysis results, the information is registered in BEMS, and 

the pre-alarm function enables systematic work to be done 

before the inquiry occurs. Based on the results of these 

analyses, we believe that the efficiency of the facility 
manager's work can be improved by considering the 

characteristics of the tenants when they perform periodic 

inspections and responds to inquiries.  

5 DISCUSSION 

 

Figure 7: Visualization of inquiries and alarms 
 

 

 

Figure 8: Tenant A Inquiries 
 

 

 

Figure 9: Tenant B Inquiries 
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In this chapter, we evaluate the results of simulations 

based on the daily reports recorded in the facilities 

management in the two large office buildings described in 

Chapter 4. 

5.1 Daily report data analysis function 

Text mining was used to divide natural sentences into 

word units and register them into dictionaries to extract 

words used in facility management, about 500 words were 

registered for 1,000 daily reports. We started by organizing 

the word list since there have been no research results in the 
field of facilities management and no commercially 

available software. Although we spent much time 

registering this dictionary, it is necessary to consider how 

much the dictionary can be used when applied to buildings 

other than the target building. 

In addition, we spent much time checking the accuracy of 

machine learning and adjusting the teacher data on a case-

by-case basis while incrementally increasing the daily data. 

Since the daily data of the target large office building has 

about 100,000 records, we initially predicted that the 

accuracy of the data would be about 1% of that data, and the 
accuracy would remain approximately the same by adjusting 

the teacher data. However, the results show that up to 10% 

is necessary. This adjustment of teacher data, as well as 

dictionary registration in text mining needs to be considered 

with respect to its generality for use in other buildings. It is 

also expected to be closely related to dictionary registration 

in text mining. In the future, we need to continue to test the 

accuracy of machine learning with about 100,000 data 

points.  

5.2 Data utilization function 

Considering the function of data utilization by using the 
results of the analysis of accumulated daily data conducted 

in 4.1. Analysis of the results of the daily data analysis 

function shows that even for tenants on different floors of 

the same building, different results have been found in the 

queries. Though facility managers were aware of this, until 

now, no data existed that could be presented in the form of 

data. It is meaningful to use these results to understand the 

characteristics of each tenant and to respond to their 

inquiries. However, it is necessary to conduct many of these 

analyses and incorporate them into daily operations to 

examine the extent to which it is possible to reduce the 
response of facility managers. For this purpose, it is 

necessary to proceed with the analysis and study a system 

that can deal with problems at the appropriate time by 

generating a pre-alarm before BEMS function generates a 

query or alarm, without installing new sensors. Furthermore, 

it is necessary to discover the periodicity of the occurrence 

of inquiries, etc., from the data analysis with the pre-alarm 

function of BEMS, and to consider systematically carrying 

out inspections at an appropriate time by sending data to 

BEMS before an inquiry occurs, thus triggering a pre-alarm. 

6 CONCLUSION 

In this paper, we propose to use the daily report data 

accumulated by facility managers for text mining, and 

machine learning. The analysis data is prepared by using a 

computer program, and the results are made available in a 

form that allows the facility manager to make use of them. 

We worked to improve efficiency. In the future, we will 

build a function linked to BEMS in consideration of the 

workflow of the facility manager, and we will be able to 

provide human information to the facility manager. It is 

captured as a BEMS sensor, and the BEMS generates a pre-

alarm for the user. The facility manager can respond to 
inquiries from the users utilizing inspections before they 

occur. We believe that it is necessary to consider how to 

achieve this goal. We will further study the systematic 

management method to improve the efficiency of facility 

management operations and to hand down the know-how. 

We believe that we need to do this. 
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