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Session 1: 
Intelligent Transportation 

Systems 
( Chair: Yoshia Saito ) 





Table I  purpose of carsharing 
g 

item Ratio 
(%) 

Shopping to large shopping mall in 
suburban area 

58.4 

day trip leisure 56.5 
Shopping at nearby shop 39.7 

Driving 35.7 
Transport of baggage 35.6 

Picking up 34.3 

CO2 per transportation(2006)

train

bus

Personal car

km

Figure 1 Co2 per transport 

Figure 2 Transiton of Co2 

A Study for Zero Emission Lifestyle at Sparse Land 

Yuto Nagai* and Ryozo Kiyohara* 
* Kanagawa Institute of Technology, Japan

{s1621115@cco, kiyohara@ic}.kanagawa-it.ac.jp 

Abstract -There will be regulations of zero emission 
vehicles around the world. However, zero emission function 
is only applied to vehicles. In this case, much electric power 
is made by thermal power generation. Therefore, we have to 
think not only about zero emission vehicles but also about 
lifestyle. There are many ways for getting electric power, 
e.g. solar power, hydroelectric power, geothermal power,
and etc. These technologies require wide space in many
cases. However, if it only is focuses to vehicles, it might
require not wide space. Therefore, we propose the zero
emission lifestyle for mobility at Sparse Land. Then we list
the require parameters and simulate it.

Keywords: zero emission, electric vehicle, ITS, autonomous 
vehicle, elderly person 

1  INTRODUCTION 

Recently, there are many problems on the earth. Especially, 
high temperature problem is very important issue. A main 
issue is CO2 problems about vehicles in the world. In the 
developed countries, there are many solutions for this 
problem (e.g. public transportation, ridesharing, electric 
vehicle (EV)) for zero-emission. 

However, the motivation of zero-emission is very poor of 
only reducing the CO2. Therefore, the political mean have 
to be required (e.g. tax of economical vehicle, or priority 
lane for riding more than two people, and etc.)  

The analyzing result of the behavior of drivers who use 
sharing the car shows that the driver who is a member of car 
sharing intend to use public transportation, bicycle, and etc. 
and they reduce the CO2 about 30 % and 157.8 [kg 
/year/person] as a result [1]. 

  Adoption of EV for carsharing can reduce 80 % of CO2 
[2]. The purpose of using carsharing is going to shopping 
mall, day trip which means going nearby areas as shown in 
Table 1. In this case which many people have same purpose, 
public transportation is effective.   

Using public transportation can reduce 30% of CO2. 
Moreover Japanese Police recommend the elderly people to 
return their drivers licenses. Therefore, some local 
governments distribute the discount coupon for public 
transportations in the urban area. 

   However, in the local city, there are poor public 
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Figure 3 Average ages in workers at transportation 
servies 

Table 2   Rideshare 
Legacy 
rideshare 

Rideshare 
in this 
paper 

Ondemand 
bus 

Customer Agreement 
with owner 

Agreement 
with owner 

request 

Owner(driver) no-
professional 

No-
professonal 

professonal 

報酬 no pay pay 

Figure 4  Ratio of origin of electric power 

Gas

Use the same fuel

Figure 5 Legacy flow of electric power 

transportations. Therefore, people user their own car and 
decrease the ratio of return the driver’s license. Therefore, it 
cannot reduce Co2 as shown in Figure 2. 

Moreover drivers for buses and taxies tends to be elder 
from Figure 3.  

Therefore, rideshare with autonomous for safety and 
electric vehicle (EV) for reducing CO2 is very important. 
Moreover, its electric power should be supplied without 
CO2 as solar power. 

In this paper, we study suitable number of EV and solar 
power equipment for typical local city. Then, we propose 
that how to simulate it. 

2     WHAT IS RIDESHARE 

We define that rideshare means a cupple of people ride a 
car which is personal owned car with paying its cost. The 
large difference from on-demand bus is that its driver is 
professional or not.  In this paper, we define legacy 
rideshare as shown in Table 2. 

3    RERATED STUDY 

Effective method for carsharing was proposed [3]. In this 
study, authors evaluate their system by simulation from 
many aspects which are travelling distance, power charging, 
satisfaction of driver and etc. This evaluation assumes all 
vehicles for carsharing are EVs. However, in this research, 
they did not assume autonomous vehicles. Moreover, one of 
the goal is park and ride. Therefore, poor public 
transportation was not assumed.  

Then, we should extend this study for zero emission 
environments with autonomous vehicles and poor public 
transportations. 

There is a study for ridesharing for the public 
transportation in the depopulated area [4], In this study, 
there are few users because there are many cases of that 
origin location to bus stop is very far. However, this study 
assumed the non-autonomous vehicles. We think that it is 
difficult to achieve zero-emission by only non-autonomous 
vehicles. 

Then we assumed the ridesharing for zero-emission by 
autonomous vehicles.  

4   PROPOSED METHOD 

   Many people say that EVs reduce the CO2 which is 
generated by vehicles. However, as the sources of electric 
power are shown in Figure 4, 5, about 70% of power is 
generated from oil. This means EVs can reduce the CO2 
only 30%.  This system is not estimated by many people. 

Therefore, zero emission system shown in Figure 6 are 
ideal system. 

Then, we simulate our new model in Sagamihara city 
which is Japanese local city (as shown in Figure 7) by multi-
agent simulation. Our model includes charging time, 
distance of driving with no recharge,    

4
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Figure 6  Proposed system 

Figure 7. A part of Sagamiha City (google map) 
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Figure 8. Average power consumptions in typical families. 

Table 2.  Specification of EV for simulation 
manufactureare Mitsubishi Nissan Nissan 
Type ZAA-

HD4WLDD 
ZAA-
ZE0 

ZAA-
ZE1 

Capacity of 
Battery 

16kwh 24kwh 40kwh 

Distance without 
recharging 

164kmo 200km 400km 

Normal charging 7 hours 8 hours 16 hours 
Rapid charging 30 min 30 min 40 min 
Price JPY 295 JPY 377 JPY325 

5   POWER CONSUMPTION IN NORMAL 
FAMILIES    

If EV consume the energy without oil, many families 
might consume electric power from oil which means 
generating CO2. 

However, there are a typical pattern of consuming electric 
power as shown in Figure 8. Therefore, when the electric 
power is not consumed so much, the power should be stored 
at batteries.  

Then we simulate with actual EVs which are shown in 
Table 3. However, these data are gathered from catalogue. 
Therefore, we should gather the actual data from OBD port. 

The simulator is multi-agent and network simulator which 
is Scenargie[5]. Moreover, moving model is based on [3] 
which are as follows. 

     (1) 
     (2) 
     (3) 
    (4) 

     (5) 
Moreover, the vehicle model is based on [6] for elderly 

person.  This simulation should be repeatedly executed for 
many parameters as shown in Table 3. 

6    SUMMARY 

In this paper, we have mentioned the zero-emission 
transporting system would be required and the environments 
should be assumed autonomous vehicles and EV. Moreover, 
the requirements are required in the local cities which are 
depopulation.  

5
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Table 3 many parameters in equation 

Parameters unit contents value 
Rolling resistance Constant 
vehicle total weight From catalogue 

g Gravity acceleration Constant 
Air density Constant 

Air resistance 
coefficient From catalogue 

Total projected area From catalogue 
Velocity From simulator 

acceleration From actual GPS 
slop From map data 

Then we propose the simulation should be done by many 
parameters based on actual data. In the near future, we 
gather many data and discuss about it. 
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Expanding the Recognition Range for a Blind Corner 

Hiroki Fujii*, Yusuke Takatori **  

Kanagawa Institute of Technology, Japan 

*s1612021@cco.kanagawa-it.ac.jp, **takatori@ele.kanagawa-it.ac.jp

Abstract—In this paper, an ITS application that detects 

obstacles in a blind area in a road curve section is proposed, 

and the recognition range expansion performance of the 

application is analyzed. It is assumed that the proposed 

application obtains information of obstacles in a blind area 

with an image reflected on the side panel of the preceding 

vehicle running on the same lane by a stereo vision camera. 

Furthermore, this paper presents a method to analyze the 

range expansion in which the invisible opposite lane 

following the back of the curve section can be recognized.  

From the analysis results, it is suggested that there is a 

possibility of expanding the recognition range to the invisible 

area following the back of the curve section. 

Keywords: ITS, Stereo vision camera, obstacle detection 

1 INTRODUCTION 

Intelligent transport system (ITS) is a system that advances 

the movement of people and objects using information 

communication technology. Research on driving assistance 

systems and automated driving is have been studied to 

improve road traffic safety, with these technologies, the 

vehicle acquires information on surrounding obstacles to 

realize recognition, judgment, and operation support that 

enhances safety. Nowadays, acquisition of obstacle 

information within the direct view of vehicles has been 

realized by in-vehicle obstacle sensors (Laser range finder / 

Millimeter waves / Vision systems etc.).  

On the other hand, detecting obstacles using vehicular 

on-board sensors that cannot be seen from a vehicle is 

difficult.  As means for acquiring obstacle information in the 

blind area, systems using road-vehicle communication and 

inter-vehicle communication have been studied [1][2]. 

However, road-to-vehicle communication can only be used at 

the coverage area of the roadside unit. In addition, since inter-

vehicle communication requires that both the ego-vehicle and 

the other vehicles are equipped with on-vehicle devices, the 

system performance depends on the penetration rate of on-

vehicle devices. Therefore, there is a need for a technology 

that can obtain obstacle information in a blind area by the on-

board sensors without depending on the location. 

There are not many reports on technology for acquiring 

out-of-sight obstacle information using an on-vehicle sensor. 

Patents have been reported that use a millimeter wave radar 

to detect an obstacle ahead of a leading vehicle via the bottom 

of the leading vehicle and between the road surface [3]. In 

this technique, since a sensor for forward obstacle detection 

is used, the area which can be sensed is limited. In addition, 

the millimeter wave radar is limited to the information in the 

depth direction of the obstacle and has a low angle resolution. 

Many of the existing automatic braking systems use a vision 

sensor to recognize pedestrians, road conditions, and signs. It 

is also desirable to acquire information other than position 

information even in the case of obstacle detection in a blind 

area. 

The authors have previously studied a method for 

estimating the position of an obstacle in a blind area that 

assumes the use of a stereo camera [4][5]. In these studies, 

methods of estimating the position of an obstacle from a 

virtual image of the obstacle reflected on a vehicle traveling 

in the adjacent lane are considered. Currently, the authors aim 

to increase the number of targets for obtaining reflection 

images in order to make wider use of the basic concepts 

examined in the previous research. 

In this paper, the authors consider acquiring and utilizing 

blind area information reflected in the side panel of a leading 

vehicle that travels a blind curve and propose an application 

system and analyze the performance of it. 

This paper is organized as follows. Section 2 explains 

the position estimation of an obstacle in a blind area by a 

stereo vision system. In Section 3, An application for 

providing driving assistance information by blind area 

obstacle detection in a curve is proposed. In Section 4, the 

method of performance analysis is provided, and the analysis 

result is shown. Finally, in Section 5, we conclude this paper. 

2 POSITION ESTIMATION IN BLIND 

AREA WITH STEREO VISION CAMERA 

2.1 Principle of the position estimation of an 

obstacle in blind area [4] 

Stereo vision camera is a camera system that two cameras 

with the same specifications are fixed at a predetermined 

distance apart and directed in the same direction. In the 

images taken by each camera, the position of an obstacle is 

shifted between the left and right images; the difference is 

called “disparity”. The stereo vision camera calculates the 

depth (distance between the camera and the obstacles) of the 

obstacles by the disparity. Such systems are already widely 

adopted in commercial vehicles.  

     By facing the stereo camera to a flat mirror, the distance 

to the virtual image in the mirror world can be obtained. 

Figure 1 shows the principle of the position estimation of an 

obstacle in blind area. Then, if the state of the mirror surface 

to the stereo vision camera (relative position and angle, etc.) 

is known, it is possible to estimate the virtual position of the 

obstacle in the mirror world. Moreover, the position of the 

real image is estimated by folding the virtual position against 

the mirror surface. Consequently, if a real image cannot be 

seen directly from the stereo vision camera, it is possible to 

estimate the position of an obstacle in blind area if the 

reflection image can be seen on the mirror surface. In 

particular, when a large vehicle exists around the ego-vehicle, 

there are more cases where the direct viewable area is limited, 
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so it is effective to utilize such an environment to obtain an 

obstacle information in a blind area. 

2.2 Example of Application [4][5] 

Previous studies [4][5] assume a road environment with 

multiple lanes in the same direction. These studies present an 

application that detects an obstacle placed in front of the 

preceding vehicle of the ego-vehicle from images reflected on 

the side panel of the vehicle running in the adjacent lane. 

Figure 2 shows the image that a non-line-of-sight vehicle 

placed on the placed in front of the preceding vehicle of the 

ego-vehicle reflected on the side panel of the vehicle running 

in the adjacent lane. In the ref. [4], the basic principle of the 

position estimation of the obstacle that cannot be seen directly 

is established on the assumption of the side panel of a large 

vehicle with a box-shaped carrier, and in the ref. [5], the 

position estimation method that uses a semitransparent 

reflective surface such as a grass of a vehicle window as a 

reflective surface has been proposed. While this application 

deals with the reflective surfaces of vehicles in adjacent lanes, 

methods and applications that apply this principle to other 

reflective phenomena that can be acquired while the vehicle 

is traveling are not considered.  

3 OBSTACLE POSITIONING 

APPLICATION FOR A BLIND CORNER 

On straight roads, the preceding vehicle is not valid target for 

above-mentioned obstacle position estimation method. This 

is because most of information obtained from the scenery 

reflected on the rear panel of the preceding vehicle is the 

information within the line of sight of the ego-vehicle. 

Therefore, there is little chance of getting information of blind 

obstacles. Meanwhile, in the case of a curved road, when the 

heading of the preceding vehicle differs from that of ego-

vehicle, ego-vehicle may be able to see the side panel of the 

preceding vehicle. Then obstacles in the blind area may be 

reflected on the side panel of the preceding vehicle. Therefore, 

as shown in the Figure 3, the authors propose an application 

that uses the reflection surface of the preceding vehicle to 

estimate the position of obstacles present in the oncoming 

lane in a blind area that cannot be seen from the ego-vehicle. 

The overview of the application is as follows: 

 Ego-vehicle is equipped with a stereo vision camera in

the center of the front.

 Ego-vehicle recognize the status of the side panel of the

preceding vehicle by the stereo vision camera or other

obstacle detection sensors.

 The application system obtains two images from the

stereo vision camera and process a matching of both

images to estimate the distance and direction from the

ego-vehicle to the virtual image.

 The virtual image position is mapped on the ego-vehicle

center coordinate system by the distance and direction

from the ego-vehicle to the virtual image.

 The position of the obstacle is estimated by folding back

the position of the virtual image with respect to the

reflecting surface in consideration of the state of the

surface of the side panel.

The expanded recognition range depends on the positions of 

the camera of ego-vehicle and the positions of the front end 

Figure 3. Obstacle positioning application for a blind 

corner 

Figure 1. Principle of the position estimation of an 

obstacle in blind area. 

Figure 2. Reflected image of non-line-of-sight obstacles 

on the side panel of the vehicle running in the adjacent 

lane 
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and the rear end of the side panel of the preceding vehicle. 

Therefore, it is important to assess these areas and evaluate 

their feasibility prior to the application development. The 

next section describes methods for analyzing performance 

and shows the result of analysis. 

4 PERFORMANCE ANALYSIS 

4.1 Environment 

(1) Road model

Figure 3 shows the road model of this analysis. The road is a

L-shaped corner and it has one lane on each side. The road

model is divided into three section: Straight entrance section

(Section 1), Curved section (Section 2) and Straight exit

section (Section 3). The length of each straight section

(Section 1 and 3) is variable and it is set to an appropriate

value for analysis. The curved section (Section 2) is designed

as a quarter circle. The distance from the center of the circle

to the inner edge of the road is a parameter and is given by

the letter Wmargin in Figure 4. The part of inside of the quadrant

with radius W is the off-road area that blocks the direct view

from vehicles. This road model is assumed as a local road

with less traffic, and its parameters are set according to the

law on the road. The lane width (indicated by the letter Wlane)

is set at 3 m on one side and 6 m in the width of two lanes

(indicated by Wmargin).

(2) vehicle model

The sizes of the ego-vehicle and the preceding vehicle in this

analysis are described. The size of the ego-vehicle is not

specified. However, it is assumed that a stereo vision camera

is mounted at the center of the nose of the ego-vehicle. The

preceding vehicle is assumed to be a rectangular as a large

vehicle. The size of the preceding vehicle is set based on the

size of a commercially available bus or truck. The size of the

preceding vehicle is set as 10 meters in length and 2 meters

in width, the length of the side panel of the preceding vehicle

is equal to the length of the preceding vehicle. The side panel

assumes a flat, undistorted panel. That is, it is possible to

acquire an image of an obstacle without distortion. This 

model is considered in a two-dimensional plane. 

The initial position of each vehicle is described. The 

ego-vehicle is placed in section 1 and its position is set at an 

arbitrary value. This analysis assumes about 400 vehicle per 

hour as the traffic volume. And from this traffic volume, the 

average headway-time-distance(s) is calculated. This is 

multiplied by the traveling speed to obtain the average 

headway distance(m). The initial position is determined using 

this average headway-distance as the location of the ego-

vehicle, the preceding vehicle is placed its center on the 

boundary between section 1 and section 2. It is assumed that 

these vehicles move at the center of the lane at a constant 

speed. In this analysis, a curve section limited to low speed 

(30 km / h) is assumed. And, the traveling speed is assumed 

to be 5 m / s (18 km / h). 

(3) sensor model

This application requires stereo vision camera on the ego-

vehicle. Moreover, about the sensor for estimating the state

of a preceding vehicle side panel, as long as the necessary

information can be obtained, any type of sensor mounted can

be used. In the analysis, installation of an ideal obstacle

detection sensor is assumed, that is, there is no limitation on

the positioning distance and the field of view, and it is

assumed that information within the line of sight can be

obtained. The stereo vision camera is assumed to be capable

of estimating the position of an obstacle that appearing on the

reflective surface.

4.2 Analytical method 

In order to analyze the expansion of the recognition range in 

a blind area by a stereo vision camera mounted on the ego-

vehicle, an application operation environment shown in 

Figure 5 is constructed. The analytical method is as follows. 

First, a reflecting surface which can be formed when the 

preceding vehicle enters at a corner and turns is determined. 

Next, using the camera position of the ego-vehicle and the 

positions of the front end and the rear end of the side panel of 

the preceding vehicle, the area to be reflected on the panel is 

determined. The area reflected on the panel is the area 

between the two reflected lights; One is the reflected light for 

the light ray incident from the camera to the front end of the 

side panel and another is the reflected light for the light ray 

incident to the rear end of the side panel. Therefore, these two 

reflected light rays are treated as straight line equations on the 

Figure 4. Road model 

Figure 5. Application operating environment 
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coordinal plane, and the area between the two straight lines is 

the area where the overlapping area with the opposite lane 

area of the blind area is the expansion area of the recognition 

range. 

Here, the equation of the reflected light with respect to a 

ray incident from the camera to the rear end of the side panel 

is derived. The coordinate is set as shown in Figure 6. The 

coordinates of the front and rear end of the panel are set (x1, 

y1), and (x2, y2) , respectively. The coordinates of the the 

sterel vision camera is set (x2c, yc). The equation from the 

camera to the rear side is: 

y =
𝑦2−𝑦𝑐

𝑥2−𝑥𝑐
𝑥 +

𝑥2𝑦𝑐−𝑥𝑐𝑦𝑐−𝑦2+𝑦𝑐

𝑥2−𝑥𝑐
 (1) 

Therefore, the angle θ2 between the x-axis and the straight 

line of equation (1) is given by the following equation from 

the slope of the straight line of equation (1) 

θ2 = 𝑡𝑎𝑛−1 (
𝑦2−𝑦𝑐

𝑥2−𝑥𝑐
)  (2) 

Subsequently, the equation of the straight line of the side 

panel is derived from the front and rear coordinates. 

y =
𝑦2−𝑦1

𝑥2−𝑥1
𝑥 +

𝑥2𝑦1−𝑥1𝑦1−𝑦2+𝑦1

𝑥2−𝑥1
 (3) 

Therefore, the angle θside_panel between the x axis and the 

straight line of Equation (3) is given from the slope of 

Equation (3). 

θ𝑠𝑖𝑑𝑒_𝑝𝑎𝑛𝑒𝑙 = 𝑡𝑎𝑛−1 (
𝑦2−𝑦1

𝑥2−𝑥1
) (4) 

Using these angles, the angle α between equation (1) and 

equation （3） is given by the following equation. 

α = θ2 − θ𝑠𝑖𝑑𝑒_𝑝𝑎𝑛𝑒𝑙   (5)

From these, the inclination of the equation of the ray reflected 

at the side rear end is given by： 

𝑎𝑟𝑒𝑓_2 = tan⁡(θ2 − 2α)   (6)

Since this passes through the side rear end, the ray equation 

is given by: 

y = 𝑎𝑟𝑒𝑓_2𝑥 + 𝑦2 − 𝑎𝑟𝑒𝑓_2𝑥2 (7)

Similarly, the equation of the reflected light of the ray 

incident from the camera to the front end of the side panel is 

also determined. 

Furthermore, in order to obtain the coordinates of two 

points of the preceding vehicle traveling on the curve section, 

the following calculation is performed. The preceding vehicle 

enters a curve at time t = 0. The moving distance to the time 

t after entering the curve section is calculated by v×t. Since 

this corresponds to the length of the arc, the movement angleθ 

after entry is θ = vt / R. Therefore, the center coordinate of 

the preceding vehicle (xcenter,ycenter) is derived as follows. 

(xcenter,ycenter) =(−Rcos θ, Rsin θ) (8) 

These relation is shown in Figure 7. In addition, since the 

vehicle moving along the arc rotates -θ with respect to the y-

axis, the position coordinates of the side front and rear ends 

viewed from the vehicle coordinate system rotates -θ with 

respect to the origin(shown in Figure 8). The position 

coordinates of the side front and rear end viewed from the 

vehicle coordinate system are given by 

(𝑋𝑘 , 𝑌𝑘) = (𝑥𝑘𝑐𝑜𝑠𝜃 + 𝑦𝑘𝑠𝑖𝑛𝜃, −𝑥𝑘𝑠𝑖𝑛𝜃 + 𝑦𝑘𝑐𝑜𝑠𝜃) (9)

By adding equation (9) to equation (8), position 

coordinates of the front and back sides of the side on the road 

coordinate system can be obtained. Moreover, the positions 

of x at which the obtained two straight lines intersect with the 

straight line of y = margin + 1/4 width are determined as xf 

and xr, respectively. 

The straight line separating the area which can be seen 

from the camera and the area which cannot be seen is a 

straight line which touches a circle of radius margin [m].  

The position of x that intersects this straight line and the 

straight line of y = margin + 1 quarter lane width is 

determined as xblind and compared with xf and xr. 

Figure 6. Position coordinate of the preceding vehicle 

in Section 2. 

Figure 7. Position coordinate of the preceding vehicle 

in Section 2. 

Figure 8. Position coordinates of the front end and rear 

end on the road coordinate system 
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4.3 Result 

The extension area of the recognition range when the ego-

vehicle approaches the corner following the preceding 

vehicle was analyzed. Figure 9 shows the values of xf , xr and 

xblind with respect to elapsed time t (s), respectively. xf or xr 

are the intersection of the reflected light at the front or rear 

end of the side panel and the center line of the opposite lane 

of section 3. xblind is the intersection of the reflected light at 

the front or rear end of the side panel and the center line of 

the opposite lane of section 3. Moreover, xblind is the 

intersection of the tangent of the ego-vehicle's camera to the 

arc inside the road and the center line of the opposite lane in 

section 3. From this result, xr becomes positive between t=3 

and t=4 seconds. In this period, the following vehicle can 

recognize the opposite lane of the blind corner for the first 

time. Moreover, it is shown that the values of xf and xr 

increase with the elapsed time. On the other hand, xblind is 

smaller than either xf or xr. That is, the recognition range 

penetrates from the place near the corner to the back of the 

corner as the time elapsed. 

Meanwhile, xf and xr are drastically changed around t = 6 

seconds. In this period, xf and xr are temporarily negative, and 

the blind area cannot be recognized. This is because the 

positional relationship between xf and xr is switched 

depending on the relationship between the panel front end and 

rear end positions of the preceding vehicle and the 

coordinates of the lane center line of the opposite lane of the 

blind area. 

When the y-coordinate of the preceding vehicle is smaller 

than the coordinates of the lane center line of the opposite 

lane, the recognition range is determined as shown in Figure 

10. On the other hand, when the y-coordinate of the preceding

vehicle is larger than the coordinates of the lane center line of

the opposite lane, the y-coordinate of the preceding vehicle is

smaller than the coordinates of the lane center line of the

opposite lane (See in Figure 11). The slopes of the respective

straight lines become minute or negative just at these

switching times (about 4 to 7 seconds), and there are cases

where both xf  and xr become negative. However, after xf and

xr interchange occurs, it can be seen that the recognition area

of the blind area is expanded as before the interchange.

It has been shown that although it cannot be recognized 

temporarily between 4 seconds and 7 seconds, it is possible 

to recognize an obstacle in a blind area about 30 m from a 

corner before 4 seconds. Besides, the distance traveled by the 

vehicle present in the blind area in three seconds is estimated 

to be about 15 m. This means that there is a margin of 15m to 

the corner when the cognitive function is restored even if a 

vehicle farther than 30m in the opposite lane approaches a 

period when the blind area cannot be recognized. 

Consequently, during periods when the blind area cannot be 

recognized, it is desirable to provide driving assistance using 

information already obtained.  

5 CONCLUSION 

In this paper, an application that detects obstacles in a blind 

area from a reflected image on the side panel of a preceding 

vehicle that turns in a curve is proposed. Furthermore, we 

Figure 9. extension of the recognition range 

Figure 10. Position coordinates of the front end and 

rear end on the road coordinate system 

Figure 11. Position coordinates of the front end 

and rear end on the road coordinate system 
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described analytical method of the application performance 

and analyze it on a L-shaped corner situation. The analysis 

result indicated that as the vehicle approached the corner, the 

recognition range was extended from the front of the blind 

area to the back. In addition, in the environment assumed this 

study, while approaching the corner, recognition of the blind 

area became temporarily impossible. However, it is a short-

term decline in cognitive function, and there is a possibility 

that support can be provided until the functional decline by 

using information obtained so far. 

In this analysis, some set parameter values are given as 

fixed values. It is necessary to change the values of these 

parameters to perform a wider analysis. In addition to 

theoretical analysis, it is necessary to study using an actual 

system. Future subjects are development of stereo vision 

camera system corresponding to real environment and 

performance evaluation in real environment. 
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Abstract - In recent years, the number of bicycle users 
has increased due to health promotion and consideration of 
environmental issues. On the other hand, road maintenance 
for bicycle users is not sufficiently advanced. There is a 
problem that bicycle users cannot ride comfortably. If the 
type and scale of obstacles (drainage covers, parked vehicles, 
etc.) on roads and road surface condition such as cracks and 
holes can be estimated, recommendation of comfortable 
routes for bicycle users will be realized. This study proposes 
a method for estimating road situations (obstacles and road 
surface conditions) by sensing bicycle behaviors. We 
assume the estimated results are shared among bicycle users 
by participatory sensing approach. In the proposed method, 
a smartphone is mounted on a bicycle, and sensor data such 
as acceleration and angular velocity from the smartphone 
are collected as bicycle behavior data. The proposed method 
extracts feature values from the characteristic behavior 
during obstacle avoidance, and classifies the avoided 
obstacles based on the extracted features. Also, it estimates 
road surface condition based on the acceleration data in the 
vertical direction. In the evaluation experiment on obstacle 
estimation, the estimation accuracy improved and the 
overall F-measure was 0.88 under the classification criteria 
based on the scale of avoidance behavior. 

Keywords: behavior sensing, obstacle avoidance behavior, 
road situation estimation, route recommendation for bicycle 
users, participatory sensing 

1 INTRODUCTION 

In recent years, the number of bicycle users has increased 
in Japan due to health promotion and environmental issues. 
Along with the increase of bicycle users, lots of the 
accidents between bicycle users and pedestrians frequently 
occurred. The road traffic law has been revised in order to 
reduce these accidents [1]. Under the revised law, bicycle 
users are required to move on the left side of a road in 
principle. However, it is hard to say that road maintenance 
for bicycle users is sufficiently advanced. There are many 
roads that prevent bicycle users from comfortable riding on 
a bicycle: a road with a narrow roadside belt that cannot 
secure a safe distance from a vehicle traveling sideways 
when avoiding obstacles such as drainage lids, a road where 
roadside belts and bicycle lanes are blocked by parked 
vehicles, and a road with unevenness due to road surface 
damage. Consequently, there is a problem that bicycle users 
cannot ride comfortably when traveling on roads according 
to the revised traffic rules. 

One approach to solving this problem is to collect 
information about which roads are suitable for traveling by a 
bicycle and provide these information to bicycle users. In an 
existing service [2] based on this approach, each bicycle 
user collects information about the comfortability (“easy to 
ride”, “hard to ride”, etc.) of the routes where he or she 
traveled, and shares it with other users. However, in this 
service, users need to input the information manually. For 
this reason, it takes much time for a user to input the 
information, and it is difficult for a user to input the 
information on all the roads that the user traveled by its 
bicycle. There is a drawback that it is not possible to collect 
information about roads comprehensively for bicycle users. 

In order to solve this drawback, this study proposes a 
method to automatically collect and share information on all 
roads on which bicycle users traveled by its own bicycle. In 
the proposed method, a smartphone are mounted on each 
bicycle, and the behavior data of the traveling bicycle are 
collected from lots of bicycle users based on participatory 
sensing approach. Participatory sensing [3], [4] is a 
framework in which lots of collaborators (participants) 
dispersed in the targeted area for sensing share data 
measured by their owned devices such as sensors and 
smartphones. Information collection based on participatory 
sensing is suitable for collecting information on roads for 
bicycle users because it can collect information over a wide 
range comprehensively. 

This study aims to recommend a route on which a bicycle 
user can travel comfortably. To achieve this goal, we 
examine a method to estimate road situations such as the 
existence of obstacles on roads and the unevenness of roads 
that effect comfortability of the recommended route. 

First, we focus on obstacles on roads, such as parked 
vehicles and drainage lids. We estimate information on an 
obstacle by using sensor data of bicycle behaviors when 
avoiding obstacles. Since the obstacle avoidance behaviors 
are considered to be different depending on the type and 
scale of the avoided obstacles, we can collect information 
about the obstacle by detecting the avoidance behaviors. 
When a bicycle user avoids an obstacle, it is considered that 
there is a characteristic tendency in the operation of turning 
the steering wheel and the operation of acceleration/ 
deceleration. Our method extracts the features of changes in 
steering wheel angle and the features of changes in velocity 
from bicycle’s behavior data, detects the obstacle avoidance 
behavior by machine learning by using the extracted 
features, and classifies the type and scale of obstacles. 
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Next, we focus on to road surface conditions such as 
unevenness of roads due to road damages and cracks. Our 
method estimates road surface conditions based on the 
characteristics of the vertical vibration of a bicycle that 
changes depending on the road surface. When the road 
surface condition is good, the vibration in the vertical 
direction of the bicycle will be small, but when the condition 
is bad, the vibration will be large. Our method also estimates 
the comfortability of roads based on the estimation results of 
global and local surface conditions. 

This paper is organized as follows. We mention the related 
works in Section 2, and describes the details of the proposed 
method in Section 3. After we discuss the effectiveness of 
the proposed method through the experimental results in 
Section 4, we conclude in Section 5. 

2 RELATED WORKS 

In this section, we mention researches on sensing for 
bicycle behaviors and researches on behavior detection 
based on bicycle sensing data as the related works. 

2.1 Sensing for Bicycle Behaviors 

There are several researches [5], [6], [7], [8] on detection 
of bicycle behavior using multiple sensors with different 
type, and researches [9], [10], [11] on the behavior detection 
using smartphones. 

First, the researches [5], [6] that use multiple dedicated 
sensors with different type collect information on the speed 
of a bicycle by using reed switches and photoelectric sensors 
installed on the bicycle. In addition, it collects information 
on the steering wheel angle of the bicycle by using a rotary 
encoder. In the reference [7], it collects information on the 
number of rotations of the pedal by using a magnetic sensor. 
In the reference [8], it collects information on the steering 
angle and the vehicle body tilt by using an angular velocity 
sensor because bicycle users turn not only by steering but 
also by tilting the vehicle body. As described above, it is 
possible to collect various kinds of information on the 
behavior of the bicycle with high accuracy by using 
dedicated sensors. However, in participatory sensing, it is 
necessary to reduce the introduction cost in order to make 
more bicycle users participate. Therefore, these methods 
using multiple dedicated sensors that are rarely possessed by 
general bicycle users is not considered suitable for our study. 

Next, the researches [9], [10], [11], using a smartphone 
with several kinds of sensors collect information on the 
steering angle of the handle and the inclination of the 
vehicle body by using an angular velocity sensor in 
smartphone mounted on the handle. In the reference [10], it 
uses an acceleration sensor on the smartphone, and collects 
information on acceleration/deceleration/stop/running of the 
bicycle. In the reference [11], it collects the steering angle 
and the inclination of the vehicle body by using a 
geomagnetic sensor in the smartphone. Since smartphones 
are equipped with a wide variety of sensors in addition to 
the sensors used in the above research, a single smartphone 
can collect a many kinds of information. Since smartphones 
have become popular in recent years, and many bicycle 
users possess them, the introduction cost can be reduced. 

Therefore, a smartphone can be considered as a sensing
device suitable for this study based on  participatory sensing 
approach. 

2.2 Behavior Detection based on Bicycle 
Sensing Data 

As researches on behavior detection using bicycle's 
behavior data, there are several researches using threshold 
judgment [8] and researches using machine learning [6], [9], 
[10]. 

First, the study [8] using threshold judgment sets a 
threshold in the angular velocity value, and detects the 
behavior when avoiding the damaged part on the road 
surface. However, when we collect avoidance behavior data 
from multiple bicycle users, there can occur individual 
differences in the timing of starting avoidance, how to turn 
the handle, and how to tilt the vehicle body. Therefore, it is 
considered difficult to set a uniform threshold in the steering 
angle of the steering wheel and the inclination of the vehicle 
body. Also, because bicycles have a lot of wobbling, the 
threshold for detecting the avoidance behavior may be 
exceeded. 

Next, the researches using machine learning [6], [10] 
extract feature values from bicycle's behavior data collected 
by sensors, and classify the bicycle behaviors  when 
meandering riding or avoiding a street parking vehicle by 
decision tree as a machine learning method with the 
extracted features. Also the reference [9] classifies 
behaviors such as right/left turning and running on left/right 
curve by SVM (Support Vector Machine). By collecting 
behavior data from a plurality of bicycle users and 
performing machine learning using features extracted from 
these data, it is considered possible to flexibly cope with 
individual differences among bicycle users. Since a method 
for behavior classification using machine learning can take 
into account individual differences in the timing of starting 
avoidance or in how to turn a handle, it is considered 
suitable for this study based on participatory sensing. 

3 PROPOSED METHOD 

3.1 Research Tasks and Approaches 

This study aims to estimate road situations of based on 
bicycle behavior sensing by using a smartphone, and 
especially focus on estimation of obstacles on roads and 
road surface conditions. We describe the tasks of this study 
to achieve this goal and the approaches as follows.  

Task1: Collecting data with low introduction cost 
It is necessary to comprehensively grasp the situations of a 

wide range of routes in order to recommend comfortable 
routes to bicycle users. This study introduces participatory 
sensing, and collects bicycle behavior data related on wide 
range of roads from lots of bicycle users. In order for more 
bicycle users to participate in the sensing activities, it is 
necessary to reduce the introduction cost so that anyone can 
participate. This study uses a smartphone as a sensor device 
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in order to reduce the introduction cost. Also, since a 
smartphone is equipped with a wide variety of sensors, we 
can collect bicycle behavior data effective for estimating 
road situation by installing a smartphone on each bicycle. 

Task2: Extracting features useful for detecting obstacle 
avoidance behavior 
This study focuses on the characteristic avoidance behavior 

when a bicycle avoids obstacles in order to detect the type 
and scale of the obstacles on roads by using bicycle 
behavior data. We focus on the steering angle and the 
velocity of the bicycle of bicycle behavior data in order to 
extract feature values effective for detecting obstacle 
avoidance behaviors. When a bicycle goes on straight, these 
two values may be relatively stable. On the other hand, 
when avoiding obstacles, it is considered that large change 
in steering wheel operations and decelerations can be 
observed. Therefore, we detect the obstacle avoidance 
behaviors by extracting the characteristic changes from the 
steering angle and velocity of the bicycle during obstacle 
avoidance. 

Task3: Estimating road conditions based on bicycle 
behavior data 
We focus on the vertical vibrations of a bicycle traveling 

on the road in order to estimate the road surface condition. 
We consider that road surface conditions can be classified 
by extracting features from the vertical vibration of the 
bicycle that changes depending on the road surface 
condition. For example, the vibration in the vertical 
direction is reduced on a smooth road surface, but is 
increased on a rough road surface. Also, the road surface 
condition can be classified into a global condition indicating 
the road surface materials such as asphalt and a local 
condition indicating cracks and holes. 

3.2 An Overview of the Proposed System 

This study focuses on estimation of road situation towards 
recommendation of comfortable routes for bicycle users. In 
this paper, we propose a method for obstacle detection and 
for road condition estimation that are considered to be 
highly important. Our method consists of a learning phase 
and an estimation phase because we use machine learning 
for obstacle detection and road condition estimation. Figure 
1 shows an overview of the proposed system. 

In the learning phase, bicycle behavior data collected from 
multiple bicycle users are input to the system, and multiple 
features used for road situation estimation are extracted 
from the behavior data. The extracted feature values and the 
corresponding correct answer labels are stored in the 
learning DB. In the estimation phase, it extracts features 
from the bicycle behavior data collected by a bicycle user, 
and estimates the situations of the traveling road by using 
the learning model constructed in the learning phase. 

Figure 1: An overview of the proposed system 

3.3 Collecting Bicycle Behavior Data 

The proposed method collects bicycle behavior data by 
participatory sensing with multiple bicycle users. We use a 
smartphone as a sensing device. The smartphone was 
mounted on the bicycle handle as shown in Figure 2. In this 
figure, the smartphone is installed parallel to the ground, and 
the top of the smartphone is facing the traveling direction of 
the bicycle. The X, Y, and Z axes of the smartphone 
correspond to the left-right direction, front-rear direction, 
and vertical direction of the bicycle, respectively. We 
collected acceleration, angular velocity, geomagnetic data, 
and GPS as time series sensor data. The sampling rate is set 
to 100 Hz for acceleration, angular velocity, geomagnetic 
data, and 5 Hz for GPS, respectively. In addition, this study 
uses a speed sensor dedicated for a bicycle to obtain the 
bicycle velocity with high accuracy. The speed sensor was 
installed on the rear wheel of the bicycle as shown in Figure 
3. 

Figure 2: The setting of a smartphone 

Figure 3: The setting of a speed sensor 
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3.4 Feature Extraction for Obstacle 
Detection 

We focus on sensor data in the steering angle and the 
azimuth which changes characteristically when a bicycle 
avoids obstacles, and extract the feature values for 
classifying the obstacles from these sensor data. The feature 
values extracted from the azimuth and velocity data are 
described below. 

Feature values extracted from azimuth data 
As feature values for detecting obstacle avoidance behavior, 

we focus on large change in the azimuth angle during 
obstacle avoidance, and the time required for the avoidance. 
When a bicycle goes on straight, the traveling direction of 
the bicycle does not change before and after the obstacle 
avoidance. Consequently, it is considered possible to detect 
the avoidance behavior by detecting the points where the 
change of the azimuth angle to the positive and negative 
becomes maximum and minimum, respectively. However, 
the azimuth is always decreasing (increasing) in the case 
that the road is curved left (right), it cannot detect the 
avoidance behavior only by detecting the above two points. 
We introduce a linear approximation curve that 
approximates the tendency of fluctuations in the azimuth  
so that it can be applied to both when going on straight and 
traveling on a left/right curve road. By using the difference 
between the measured value and the approximate curve, it 
becomes possible to detect the change in the value during 
avoidance behavior when traveling on the left and right 
curves in the same way as when going on straight. The 
feature values in the azimuth for detecting the obstacle 
avoidance behavior are shown in the following equations (1) 
to (3). 

𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑎𝑎𝑎𝑎 _𝑚𝑚𝑚𝑚𝑚𝑚 =  𝑦𝑦𝑎𝑎𝑎𝑎 _𝑚𝑚𝑚𝑚𝑚𝑚  – 𝑓𝑓𝑎𝑎𝑎𝑎 (𝑇𝑇𝑎𝑎𝑎𝑎 _𝑚𝑚𝑚𝑚𝑚𝑚 )    (1) 
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝑎𝑎𝑎𝑎 _𝑚𝑚𝑚𝑚𝑚𝑚  =  𝑦𝑦𝑎𝑎𝑎𝑎 _𝑚𝑚𝑚𝑚𝑚𝑚  – 𝑓𝑓𝑎𝑎𝑎𝑎 (𝑇𝑇𝑎𝑎𝑎𝑎 _𝑚𝑚𝑚𝑚𝑚𝑚 )       (2) 
𝑇𝑇𝑎𝑎𝑎𝑎 _𝑖𝑖𝑖𝑖𝑖𝑖        = �𝑇𝑇𝑎𝑎𝑎𝑎 _𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑇𝑇𝑎𝑎𝑎𝑎 _𝑚𝑚𝑚𝑚𝑚𝑚 �       (3) 

Let Taz_max and Taz_min be the time when the difference 
between the measured value in the azimuth and the value 
approximated by the linear approximate curve faz (x) is the 
maximum (positive value) and the minimum (negative 
value) respectively. Diffaz_max represents the difference 
between the measured value yaz_max at Taz_max and the 
approximate value faz (Taz_max). Diffaz_min represents the 
difference between the measured value yaz_min at Taz_min and 
the approximate value faz (Taz_min). Taz_int represents the 
elapsed time from Taz_max to Taz_min, and is expected to be 
long as the avoided obstacle becomes large. Figure 4 shows 
these feature values with the measured data and the 
approximate curve. 

Feature values extracted from velocity data 
The results in the preliminary experiment indicate the 

possibility that a bicycle may rapidly slow down when 
avoiding an obstacle. Therefore, we focus on this tendency, 
and also use feature values related to the bicycle velocity 
data. First, as in the case extracting the feature values related 

to the azimuth angle, it calculates a linear approximation 
curve of the velocity data. Next, it calculates the maximum 
and minimum value of the difference between the measured 
value and the approximate curve value, and uses these 
maximum/minimum value as the feature for detecting the 
obstacle avoidance behavior. These feature values will be 
large when a bicycle rapidly slow down. Also, it calculates 
the minimum values in the difference in the elapsed time 
between two points at when adjacent local maximum and 
minimum values are observed. 

Figure 4: Feature values related on azimuth angle 

3.5 Obstacle Detection based on Bicycle 
Behavior Data 

The proposed method estimates the type and size of an 
obstacle that a bicycle encountered by detecting the specific 
behaviors for obstacle avoidance from a set of bicycle 
behavior data. It detects the specific behaviors during the 
obstacle avoidance, and classifies the obstacles by SVM. 
Obstacles with different scales can be assumed as 
classification targets. There are obstacles with small scale 
such as drainage lids, ones with middles scale such as 
vehicles parked on road, and ones with large scale such as 
buses and trucks. In this study, we focus on obstacles with 
small and large scales that bicycle users may be considered 
frequently encounter. 

3.6 Estimation on Road Surface Condition 

We pay attention to the vertical vibration of a bicycle that 
changes depending on road surface conditions. The 
proposed method estimates road surface conditions based on 
the characteristics of the vibration. In this study, road 
surface conditions are divided into a global condition 
depending on the quality of the entire road surface such as 
road materials, and a local condition such as a crack, a hole, 
and a manhole. 

In order to estimate global road surface condition, we 
focus on the variance of the vertical acceleration, which can 
capture the difference in the fluctuation of the whole road 
segment as a feature for estimation. First, the proposed 
method extracts the segments by points where the 
fluctuations of the vertical acceleration changes from the 
bicycle behavior data. Next, it classifies global road surface 
conditions by using the variance of the vertical acceleration 
for each extracted segment. Global road surface conditions 
consists of two categories: “good” and “bad” conditions. 
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“Good” is defined as the condition when the quality of the 
entire road surface is smooth and there is almost no 
vibration. “Bad” is defined as the condition when the quality 
of the road surface is rough and a bicycle user always feels 
large vibration. 

The proposed method estimates local road surface 
conditions by detecting the characteristic fluctuations that 
are locally observed in the targeted road segment. In the 
case that local road conditions such as cracks and holes due 
to road surface damage deteriorate, the vibration of local 
road conditions tend to be more intense than that of global 
road conditions. 

Finally, integrated road surface condition is estimated by 
using both estimated results of global and local conditions. 
The proposed method classifies the integrated road 
condition into three categories: “comfortable”, “normal”, 
and “uncomfortable”.  The details are shown in Table 1.  

Table 1: Classification of the integrated road condition 
Local 

road condition 
Global road condition 

good bad 
good comfortable normal 
bad uncomfortable uncomfortable 

4 EXPERIMENTS AND DISCUSSIONS 

In this section, we describe the experiment to evaluating 
the effectiveness of the proposed method, and have 
discussions through the experimental results. 

4.1 Experimental Settings 

We collected the bicycle behavior data when one subject 
rode on a bicycle in the real environment. We also recorded 
the surrounding situations during this data collection by a 
video camera mounted on the bicycle. There were parked 
vehicles and drainage lids on the route that the bicycle had 
passed. We use this data collected from the real environment 
as an evaluation data set.  

We also generated the learning model for obstacle 
detection from the bicycle behavior data collected in an 
artificial environment. We prepared an artificial 
environment that was modeled an actual environment, and 

collected sensor data of various patterns of bicycle 
behaviors in that environment. We assumed a straight road, 
a road with left or right curves as the road shape. We also 
installed a marker cone that represents a drain lid or a 
vehicle parked on a road. 

We can collect a total of nine patterns of behavior data by 
combining three types of running courses (straight, left or 
right curves) and three types of obstacles (no obstacle, a 
drainage lid, and a road parking vehicles). When doing 10 
trials in each behavior pattern for each subject, we can 
collect the bicycle behavior data for 90 trials for each 
subject. Since there were three subjects in this experiment, 
the bicycle behavior data for 270 trials were collected as a 
training data set for generating a learning model for obstacle 
detection 

4.2 Experimental Results for Obstacle 
Detection 

The obstacle classification result obtained by using the 
learned model is shown in Table 2. The overall F-value is 
0.71. As a whole tendency, we can find many 
misclassifications between “no obstacle” and “drainage lid”, 
and between “drainage lid” and “parked vehicle”. As a 
result of these misclassifications, it can be inferred that both 
the precision and recall of “drainage lid” are low. 

As a consideration, misclassifications are likely to occur 
when two behavior data are similar. For example, a behavior 
in the case that there are no obstacle and a behavior when 
avoiding a drainage lid gently, a behavior when avoiding a 
drainage lid and a behavior when gently avoiding a vehicle 
parked on a road. However, it is essentially difficult to 
reduce misclassification when two bicycle behaviors in the 
different situations are similar. 

Therefore, we re-consider the index for obstacle 
classification. This classification index is based on the scale 
of the obstacles: no obstacle, drainage lid (small scale), and 
parked vehicle (middle scale). We focus on whether a 
bicycle can run comfortably that is essential to the purpose 
of this study. We consider that information about how much 
avoidance behavior was taken are essential than what kinds 
of obstacles was avoided as information necessary to 
recommend a comfortable route. 

Table 2: The experimental result of obstacle classification 
Estimated result 

Recall Correct label No obstacle Drainage lid 
(small scale) 

Parked vehicle 
(middle scale) 

No obstacle 27 5 2 0.79 
Drainage lid 5 8 0 0.62 

Parked vehicle 0 8 20 0.71 
Precision 0.84 0.38 0.91 0.71 (F-measure) 

Table 3: The classified result by new classification criteria 
Estimated result Recall Correct label Comfortable Normal Uncomfortable 

Comfortable 32 5 2 0.82 
Normal 0 16 0 1.00 

Uncomfortable 0 0 20 1.00 
Precision 1.0 0.76 0.91 0.88 (F-measure) 
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Concretely, we introduce three categories of the comfort 
level of the road: “comfortable”, “normal”, and 
“uncomfortable”. We define “comfortable” when there is no 
obstacle or when a small obstacle such as a drainage lid is 
gently avoided. “Normal” is defined when a drainage lid is 
avoided or when a vehicle parked on a road is gently 
avoided. We define “uncomfortable” when a parked vehicle 
is suddenly avoided. 

We re-labeled the bicycle behavior data based on the new 
classification index, and conducted the experiment for the 
classification about the comfort level. The classified result 
shown in Table 3. The overall F value was 0.88 due to the 
reduction of misclassifications between similar behaviors in 
the experiment before changing the classification criteria. 

4.3 Experimental Results for Road Surface 
Conditions 

In this section, we describe the experimental results of 
road condition estimation. First, we calculate the estimation 
accuracy of the integrated road condition by using only the 
estimated results of global road condition. The correct label 
for each divided data is allocated based on the image from 
the video camera mounted on the bicycle. The accuracy is 
calculated by 10-fold cross validation. The result is shown 
in Table 4. 

Table 4: The estimated result in the integrated road 
condition (only using global condition estimation) 

Correct label 
Estimated result 

Recall Comfortable Normal 
Comfortable 38 7 0.84 

Normal 18 32 0.64 
Precision 0.68 0.82 0.79 

(F-measure) 

The overall F-measure is 0.79. There was a tendency to 
misestimate “normal” into “comfortable” road condition. As 
a result, the precision and recall of “normal” condition is 
low. 

In the case that the estimated result of local road condition 
as well as that of global road condition are used, the overall 
F-measure is 0.70. In this case, the integrated road condition
is classified into three categories: comfortable, normal and
uncomfortable. There were many misclassifications about
“uncomfortable”, and overall, the recall and precision were
low. Since the estimation accuracy of the local road surface
condition is low, it is considered that the estimation result of
the integrated road surface condition is low.

5 CONCLUSION AND FUTURE WORKS 

The purpose of this study is to recommend comfortable 
routes for bicycle users, and provide information about the 
comfort level on the recommended route. This study 
propose a method for estimating road situations such as the 
type and scale of obstacles on a road or the unevenness of a 
road by sensing behaviors when a bicycle is traveling. These 
information about road situations will highly affect to the 
comfortability of roads where bicycle users travel. The 

estimated results are shared among bicycle users based on 
participatory sensing. Because the penetration rate of 
smartphones is high, the introduction cost in participatory 
sensing will be reduced by using a smartphone as a sensing 
device. A smartphone is mounted on a bicycle, and the 
bicycle behavior data such as acceleration and angular 
velocity are automatically collected by using the smartphone. 

We focus on detecting obstacles on roads and estimating 
road surface conditions as representative and important road 
situations. In this paper, we described a method to detect 
obstacles on roads and a method to estimate road surface 
condition. The proposed method for obstacle detection 
extracts features from the characteristic behavior during 
obstacle avoidance, and classifies the type and scale of the 
avoided obstacles based on the extracted features. Also, we 
pay attention to the vibration of a bicycle that changes 
depending on road surface conditions, the proposed method 
estimates road surface condition by using the acceleration 
data in the vertical direction. 

In the evaluation experiment on obstacle detection, under 
the classification criteria based on the scale of obstacles, the 
overall F-measure was 0.71 and the accuracy was not high. 
However, under the new classification criteria based on the 
scale of avoidance behavior, the overall F-measure was 0.88 
and improved the accuracy. We believe that more essential 
classification has become possible by focusing on the scale 
of avoidance behavior that is directly related to the 
comfortability and changing the classification criteria. 

In the experiment for estimating road surface condition, 
the estimation accuracy (F-measure) in the case that we used 
only the estimated result of global road surface condition 
was 0.79. If a large amount of data for learning can be 
collected, it is considered that mis-estimation can be reduced 
and the overall estimation accuracy can be improved. On the 
other hand, in the case that we used the estimated results of 
local and global road surface condition, the estimation 
accuracy of the integrated road surface condition was 0.70 
was and was low. 

As one of future works, it is necessary to conduct 
experiments in actual environments (public roads) with 
multiple subjects and evaluate the effectiveness of the 
proposed method. In this experiment, the bicycle behavior 
data used for the learning phase were collected from 
multiple subjects, but the test data on public roads were 
collected from a single subject. It is necessary to evaluate 
the adaptability of the individual differences in order to 
make the proposed method more practical. Through the 
additional experiment in the actual environment, our method 
will be improved. 

A common problem in obstacle detection and road surface 
condition estimation is to consider a method for collecting 
learning data efficiently. In the current method, correct label 
collection is performed manually or visually, and the 
collection cost is high, and it is difficult to collect a large 
amount of data as it is. 
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Abstract - In recent years, 360-degree videos have been 

popular as new entertainment contents. The 360-degree 

videos are taken by omnidirectional cameras and viewers 

can freely change their POV (Point of View) to watch all 

directions of the videos. The POV means directions where 

the viewers are watching on the 360-degree video. Various 

well-known web services such as YouTube, Twitter and 

Facebook support 360-degree Internet live broadcasting 

which can broadcast 360-degree video to viewers in real 

time via the Internet. However, there is a critical problem of 

the 360-degree Internet live broadcasting is that the 

broadcaster cannot be aware of the viewers’ POV. The 

viewers’ POV is important to achieve smooth chat 

communication between the broadcaster and the viewers in 

the 360-degree Internet live broadcasting.  In this paper, we 

propose a communication support method which adds 

viewers’ POV capture which means a set of direction and 

visual information into each viewers’ comment. 

Keywords: 360-degree video, Internet live broadcasting 

1 INTRODUCTION 

In recent years, 360-degree videos have been popular as 

new entertainment contents. In non-360-degree videos taken 

by conventional cameras, viewers are only able to watch the 

videos in a specific direction. However, the 360-degree 

videos are taken by omnidirectional cameras and the 

viewers can freely change their POV (Point of View) to 

watch all directions of the videos. The POV means 

directions where the viewers are watching on the 360-degree 

video.  

Meanwhile, Internet live broadcasting has been also 

popular as a communication tool for Internet users. In the 

Internet live broadcasting, a broadcaster can enjoy 

communication with viewers. The broadcaster reads 

comments from the viewers and responses to them via the 

live video. 

By combining technologies of 360-degree videos and 

Internet live broadcasting, 360-degree Internet live 

broadcasting has been emerged. Since it has features of 360-

degree videos and Internet live broadcasting, viewers can 

freely change their POV and send comments to a 

broadcaster. The broadcaster can enjoy communication with 

the viewers by reading their comments. Various well-known 

web services such as YouTube, Twitter and Facebook 

support the 360-degree Internet live broadcasting. 

However, there is a critical problem of the 360-degree 

Internet live broadcasting is that the broadcaster cannot be 

aware of the viewers’ POV. In the conventional Internet live 

broadcasting, the viewers watch a specific direction and 

send comments to the broadcaster. The broadcaster can 

easily understand what the viewers talked about by checking 

a direction of the camera lens. In the 360-degree Internet 

live broadcasting, it is not enough for the broadcaster to 

check a direction of the camera lens in order to understand 

what the viewers talked about because they can watch all 

directions of the camera. The POV gives expression to 

object of the current topics for the viewers. If the 

broadcaster cannot be aware of the viewers’ POV, smooth 

communication between the broadcaster and the viewers is 

utterly impossible. For example, when a viewer sends a 

comment about an object which are out of the view sight of 

the broadcaster, it is difficult for the broadcaster to find the 

object and understand the comment. 

To solve the above problem, we propose a 

communication support method with viewers’ POV Capture 

which is a function to save direction information and visual 

information about the viewers’ POV so that the broadcaster 

can understand what the viewers talked about. The 

contributions of this paper as follows: 

 We develop a prototype system of 360-degree Internet 

broadcasting which has a function of viewers’ POV 

capture. It adds direction information and visual 

information to comments from viewers. 

 We study effect of the direction information and visual 

information respectively which is added to the 

comments on communication between a broadcaster 

and viewers. 

The paper is organized as follows. In the next section, we 

give a detailed description of our proposed method. In 

section 3, we design and implement a prototype system. We 

evaluate our proposed method using the prototype system 

and describe our findings in section 4. Section 5 gives some 

conclusions and our future work. 
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2 PROPOSED METHOD 

The proposed method adds direction information and 

visual information to comments from viewers to reduce time 

to understand viewer’s topics and to achieve smooth 

communication between the broadcaster and the viewers. 

The direction information indicates a direction where a 

viewer watched when his/her comment was sent. The visual 

information indicates an image which a viewer watched 

when his/her comment was sent. In this research, we define 

viewers’ POV capture as a function which gets a set of the 

direction information and visual information and adds to the 

viewers’ comments. 

In the proposed method, a broadcaster starts 360-degree 

Internet live broadcasting for viewers via a broadcasting 

system. The viewers can send text comments to the 

broadcaster watching the live broadcasting contents in real 

time. When a viewer sends a comment, a viewer’s POV of 

that time is added to the comment as coordinate information. 

The viewers’ POV capture generates direction information 

and visual information using the coordinate information of 

the viewer’s POV. The direction information is visualized 

by a compass metaphor. The visual information is also 

visualized by a capture of screen image which was watched 

by the viewer who sent the comment. These direction 

information and visual information are added to the 

comment and it is sent to the broadcaster and the viewers. 

In the conventional 360-degree live broadcasting, the 

viewers can communicate with the broadcaster only by text 

comments. It is difficult for the broadcaster to understand 

what the viewers are talking about and it is necessary to 

send comments many times to convey their meaning 

properly. Since the proposed method provides direction 

information and visual information, the broadcaster can 

understand viewer’s comment properly. If the viewer sends 

a comment which includes a demonstrative pronoun, the 

broadcaster can understand the commented object by 

reference to the direction information and visual information. 

It avoids the trouble of having to explain what the comment 

means and reduces fruitless time in the communication. 

Furthermore, the viewers also can understand what other 

viewers are watching and follow the conversation topics. As 

a result, smooth communication between the broadcaster 

and the viewers can be realized. 

3 PROTOTYPE SYSTEM 

We implemented a prototype system to evaluate the 

effectiveness of the proposed method. Figure 1 shows the 

system architecture of the prototype system. In the previous 

work, we have developed a 360-degree Internet live 

broadcasting system[1] for the prototype system. In this 

prototype system, we enhanced the 360-degree Internet live 

broadcasting system. The 360-degree Internet live 

broadcasting system consists of a broadcaster client, a 

viewer client, a comment server, a web/application server 

for web application and a WebRTC server for live video 

streaming. We used Node.js[2] for the web/application 

server and Kurento media server[3] for the WebRTC server. 

The broadcaster and viewer client can be used on web 

browsers as web application. 

We use Theta S[4] as an omnidirectional camera. The 

360-degree video taken by the camera is rendered on a

sphere object using THETA_GL[5] so that the viewers can

watch the video changing their POV. The viewer’s POV is

represented by spherical coordinates (r, θ, φ). r denotes a

radius of the sphere, θ and φ denotes deflection angles.

The broadcaster can start 360-degree live broadcasting 

using the broadcaster client. The 360-degree video are sent 

to the viewers via the WebRTC server and it is shown on the 

Figure 1: The system architecture of the prototype system 
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viewer client. The viewers can freely change their POV to 

watch all directions of the videos same as typical 360-degree 

video services. The viewers also can send text comments to 

the broadcaster via the comment server. We enhanced the 

comment server to realize the viewers’ POV capture. We 

implemented several functions which are compass function, 

image capture function and POV change function as key 

functions of the prototype system. 

3.1 Compass Function 

The compass function converts a spherical coordinate of 

the viewer’s POV into a two dimensional direction 

information. The direction information is visualized by a 

compass metaphor. As a drawing method of the compass, 

the direction of the viewer’s POV is drawn by a colored 

sectorial figure on a circle. We adjust the size of the 

sectorial figure so that it can match with a display range of 

the video on the viewer’s client. 

The standard direction is the front of the omnidirectional 

camera and it indicates the upper direction of the compass. 

The sectorial figure of the compass moves in accordance 

with horizontal movement of the viewer’s POV. The 

broadcaster can understand the direction of the viewer’s 

comment by setting up the direction of the front of the 

omnidirectional camera to coincide with that of the 

broadcaster. 

The compass is shown on the upper part of each comment. 

We set the radius of the compass to 20px in order to be able 

to view a comment log without being disturbed by the 

compass. Each set of a compass and comment is divided by 

dotted separators to improve easiness to read the comments. 

3.2 Image Capture Function 

The Image capture function provides a screen image 

which is displayed when the viewer commented. The viewer 

client generates a captured screen image from the video 

when the viewer commented. The screen image is sent to the 

POV capture server with the comment and the viewer’s 

POV. The POV capture server stores the image data on the 

local filesystem. Then, a URL address of the image data is 

sent to all clients with the comment and the viewer’s POV. 

The clients read the image data from the received URL and 

display it with the comment. The screen image is shown on 

the upper part of each comment. 

3.3 POV Change Function 

The POV change function moves the viewer’s POV 

according to the POV of the comment. If the viewers want 

to confirm an object which other viewers watch, there is a 

possibility that direction information and visual information 

are not enough to follow the conversation topics.  On the 

viewer client, the button of the POV change is displayed on 

the side of the screen image with the comment. The viewers 

can push the button when they want to changes their POV to 

the POV of the comments. For the evaluation, we save the 

number of click counts of the POV change button on the 

POV capture server. 

3.4 User Interface for Clients 

Figure 2 shows the user interface for the clients. Since the 

difference of the user interface between the broadcaster 

client and the viewer client is only whether the 360-degree 

Compass Function

Image Capture Function

POV Change Function

Comment

360-degree video

Figure 2: User interface for the viewer client 
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video is shown or not, the figure shows that of the viewer 

client. The compass function, the image capture function 

and the POV change function are displayed as a compass, a 

screen image and a button respectively. The comments are 

sorted from newest to oldest and the latest five comments 

are displayed. 

4 EVALUATION 

We conducted an experiment to evaluate effectiveness of 

the communication support method with viewers’ POV 

capture in 360-degree Internet live broadcasting.  

4.1 Experiment Environment 

We conducted the evaluation experiment two times. 

Participants of the experiment were 8 students in our 

University. In each experiment, 4 students participated and 

included 1 broadcaster and 3 viewers. We compared the 

conventional method which used only text comments for the 

communication with the prototype system as our proposed 

method in terms of time when the broadcaster could 

understand the commented object. The broadcaster 

performed 360-degree Internet live broadcasting of the 

conventional method and the proposed method in order. 

Each broadcasting was performed for 13 minutes. We 

changed the order of the broadcasting to keep fairness in the 

evaluation. 

The experiment task was same in the conventional method 

and the proposed method. For the first 3 minutes of the 

broadcasting, the broadcaster performed freely broadcasting 

in order to get used to operation of the system. The viewers 

watched the broadcasting and sent comments freely. One of 

the viewers sent a comment every 4 minutes according to 

the Instructions. The comments were a question included a 

demonstrative pronoun. If the questioner felt that the 

broadcaster did not understand the object of the comment, 

he/she sent several additional comments and 

Table 1: The questionnaire after each broadcasting 
Subject Question Method

Broadcaster
Did you understand an object which a viewer indicated 
soon after reading the comment?

Five-grade 
evaluation

Broadcaster
and

Viewers

Was this system easy to use?
Five-grade 
evaluation

Do you have any good/bad point of the broadcasting?
Free descriptive 
answer

Viewers

Did you understand what object other viewer indicated 
soon after reading the comment?

Five-grade 
evaluation

Did you understand the object’s location which other viewer 
indicated soon after reading the comment?

Five-grade 
evaluation

Table 2: The questionnaire for functional evaluation 

Subject Function Method

Broadcaster
and

Viewers

Comment
Five-grade 
evaluation

Compass
Five-grade 
evaluation

Image capture
Five-grade 
evaluation

Viewers POV change
Five-grade 
evaluation

guided the broadcaster to the target object. The broadcaster 

read aloud all comments which had <Instruction> at the 

head and raise his/her hand when understand the target 

object.  We measured the time period between from the 

beginning of reading the comment to the end of raising the 

broadcaster’s hand. In the experiment, the broadcaster and 

the viewers divided into different 2 rooms. In the 

broadcaster’s room, there were several objects for the 

instruction comment. Figure 3 shows the layout of the 

objects. 

The flow of the evaluation experiment was as follows. At 

first, the broadcaster performed broadcasting using the 

conventional method. The broadcaster and the viewers filled 

in a questionnaire as shown in Table 1. For the broadcaster, 

understandability of the object which a viewer indicated was 

evaluated on a scale of one to five. For the broadcaster and 

the viewers, usability of the system was evaluated on a scale 

of one to five and good/bad points of the broadcasting were 

evaluated by using a free descriptive answer text. For the 

viewers, understandability of the object which other viewer 

indicated was evaluated on a scale of one to five.  

Next, the broadcaster performed broadcasting using the 

proposed method. After that, the broadcaster and the 

viewers filled in the same previously mentioned 

questionnaire as shown in Table 1. Furthermore, the 

broadcaster ad the viewers filled in another questionnaire for 

functional evaluation as shown in Table 2. In the 

questionnaire, functions of the comment, the compass, the 

image capture and the POV change were evaluated on a 

scale of one to five. We compared the proposed method with 

the conventional method using these results. 
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4.2 Evaluation Results of Broadcaster 

Figure 4 shows the result of time period until the 

broadcaster understood the object which is indicated by the 

instruction comments.  The proposed method reduced the 

average of the time period from 38.25 seconds to 9.5 

seconds in comparison with the conventional method. This 

result shows the proposed method can reduce fruitless time 

for the communication between the broadcaster and the 

viewers. 
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Figure 5 shows the results of functional evaluation. The 

average scores of the comment function, the compass 

function and the image capture function were 5.0, 3.0 and 

5.0 respectively. From the result, the image capture function 

was most effective and the visual information contributed to 

improve understandability of the communication. On the 

other hand, the compass function got low score in the 

evaluation. This result shows the direction information plays 

a supplementary role of the visual information.  

4.3 Evaluation Results of Viewers 

Figure 6 shows the results of functional evaluation. The 

average scores of the comment function, the compass 

function, the image capture function and the POV change 

function were 4.5, 4.3, 5.0 and 3.5 respectively. From the 

result, the image capture function was most effective as 

same as the result of the broadcaster and the visual 

information also contributed to improve understandability of 

the communication for the viewers. About the POV change 

function, it was used only 1 time in each broadcasting and it 

hardly had any chance to be used. If the viewers wanted a 

direction where other viewer watched, we found there were 

no demand of the functionality such as the POV change. 

5 CONCLUSION 

In this paper, we proposed a communication support 

method with viewers’ POV capture in 360-degree Internet 

live broadcasting to solve a problem which was that it was 

difficult to archive smooth communication between the 

broadcaster and the viewers because the broadcaster could 

not understand the viewers’ POV. We implemented a 

prototype system and evaluated the effectiveness of the 

proposed method comparing with the conventional method. 

From the evaluation results, the proposed method, for the 

broadcaster, reduced time to understand viewer’s topics and 

understandability of the comments from the viewers. The 

proposed method also improved understandability of the 

comments among the viewers. In the functions of the 

proposed method, the image capture function which 

provided the visual information was most effective and it 

was an important factor to support communication between 

the broadcaster and the viewers.  
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Abstract - Due to the recent popularization of Internet live 

video distributions, Internet live video distributors such as 

YouTubers have attracted great attention. Some of them hide 

the image regions related to personal information, e.g., their 

faces or current locations, so as not to encounter public 

concerns such as threats or attacks to them. In the cases that 

the video processing time to hide such image regions is long, 

the frame rate fluctuates and unstable frame rates annoy the 

viewers. Hence, in this paper, we propose a video processing 

system to stabilize frame rates on trust-oriented Internet live 

video distributions 1 . Our proposed system adopts the 

approach that changes the video process when the video 

processing time is going to exceed the interval of the video 

frame. Our evaluation results revealed that our proposed 

system can stabilize the frame rate for trust-oriented Internet 

live video distributions. 

Keywords: Broadcasting, YouTubers, Continuous Media, 

Data Streaming, Video-on-Demand 

1 INTRODUCTION 

Due to the recent popularization of Internet live video 

distributions, Internet live video distributors have attracted 

great attention. Most of Internet live distributors distribute the 

videos shooting themselves by cameras. For example, video 

distributors on YouTube are called YouTuber and 1 million 

of YouTubers distribute the videos shooting themselves. 

They often distribute live videos. Some of them hide image 

regions related to personal information, e.g., their faces or 

current locations, so as not to encounter public concerns such 

as threats or attacks by the viewers. It has a large possibility 

that public concerns do not occur if there is a trust between 

Internet live video distributors and the viewers because the 

trust construct their social relations. Therefore, trust-oriented 

Internet live video distributions proposed in [1] can cause 

safer and wider used Internet live video distributions. 

In the cases that the distributors shoot themselves, the most 

sensitive personal information is their faces. To avoid public 

concerns, some of them change or hide their faces by adding 

video effects [2]. Such video effects include some processes 

for detecting their faces, creating mask images, and drawing 

the mask images to their faces, and have a higher 

computational load compared with a simple process. In the 

cases that the video processing time is longer than the interval 

of the video frames, the time to draw the processed image for 

1 The work was supported by a Grants-in-Aid for Scientific 

Research (C) numbered JP18K11316, and by I-O DATA Found. 

a video frame delays and the frame rate decreases. The video 

processing times depend on the complexity of the processes 

and the images, and the delays cause unstable frame rates. 

Unstable frame rates annoy the viewers. Therefore, stable 

frame rates are required for Internet live video distributions. 

Various techniques to reduce video processing time have 

been proposed. Some of them give an upper limit on the video 

processing time and cancel the process when the processing 

time reaches to the upper limit. In the cases that the video 

process is changing or hiding the distributor’s face, the face 

appears in the video when the processing time reaches to the 

upper limit because the process is cancelled. This is not a 

trust-oriented Internet live video distribution since the video 

exposes the distributor’s personal information even when 

there is no trust between the distributor and the viewers. In 

trust-oriented Internet live video distributions, distributors’ 

personal information should be hidden when there is no trust. 

However, existing video processing time reduction 

techniques do not consider trust and cannot realize trust-

oriented Internet live video distributions. 

In this paper, we propose a video processing system to 

stabilize framerates on trust-oriented Internet live video 

distributions. In trust-oriented Internet live video 

distributions, the distribution situation is classified into two 

situations. One is the situation that there is no trust between 

the distributor and the viewers. The other one is the situation 

that there is trust. In the former situation, our proposed system 

always hide the distributor’s personal information. To 

achieve this, our proposed system changes the video 

processes when the video processing time is going to exceed 

the interval of the video frame to a simple process. For 

example, in the cases that the time is close to draw the image 

for the next frame while the processing computer executes the 

process to detect the distributor’s face in the video, the 

computer cancels the face detection process and starts 

executing the process to blur the whole region of the image. 

In addition, we implement our proposed system and evaluate 

its performance. The main novelty of the paper is the 

stabilization of the framerates considering trust on Internet 

live video distribution. Although some previous researches 

try to stabilize framerates, they do not consider trust and 

wholly give up to execute video processing when the 

processing time reaches to the upper limit. Our proposed 

system change the process considering to manage the trust. 

The contributions of this research are; 1) the proposition of a 
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video processing system to stabilize framerates on trust-

oriented Internet live video distribution, 2) the design and the 

development of the system, 3) the evaluation of the system. 

The result of the paper is organized as follows. We 

introduce related work in Section 2. We explain the trust-

oriented Internet live video distributions in Section 3 and our 

proposed video processing system to stabilize frame rates in 

Section 4. We show some evaluation results and discuss 

about them in Section 5. Finally, we will conclude the paper 

in Section 6. 

2 RELATED WORK 

Many systems have been proposed for distributed stream 

processing (DSP) in a peer-to-peer (P2P), cloud, edge, or fog 

computing model [3-13]. Some of the proposed systems 

assume or are implemented by open-source stream processing 

platforms such as Apache Hadoop [14], Storm [15], Flink 

[16], and Spark Streaming [17]. Lopez et al. carried out two 

experiments concerning threats detection on network traffic 

to evaluate the throughput efficiency and the resilience to 

node failures for Storm, Flink, and Spark Streaming [18]. The 

results show that the performance of native stream processing 

systems, Storm and Flink, is up to 15 times higher than the 

micro-batch processing system, Spark Streaming. On the 

other hand, Spark Streaming was robust to node failures and 

provided recovery without losses. 

Some of the DSP systems are designed for real-time 

processing and can be applied for live video streaming. In [5], 

the proposed scheme determines the evaluation order for the 

conditional expressions in continuous queries to reduce the 

processing time. Its evaluation shows that the proposed 

scheme can reduce the maximum number of communication 

hops and the average amount of communication traffic in IoT 

environments. Ning et al. proposed Mobile Storm as a 

distributed real-time stream processing system for mobile 

cloud [7]. Without offloading computation to remote servers, 

Mobile Storm processes real-time streaming data using a 

cluster of mobile devices in a local network. Mobile Storm 

was implemented on Android phones, and a video stream 

processing application was developed to evaluate its 

performance. The results show that Mobile Storm is capable 

of handling video streams of various frame rates and 

resolutions in real-time. Choi et al. proposed DART as a fast 

and lightweight stream processing framework for the IoT [9]. 

In DART, a logical group of data sources, namely, a Cloud of 

Things (CoT) is composed to process the data streams more 

efficiently in a fully distributed fashion. DART aims to 

overcome both server-based and edge-only-based methods by 

grouping IoT devices as a CoT. RIDE was proposed to 

process real-time massive image stream on distributed 

environment efficiently [10]. RIDE consists of four layers: 

application, master, buffer, and worker layers. To minimize 

the communication overhead between the tasks on distributed 

nodes, coarse-grained parallelism is achieved by allocating 

partitions of streams to worker nodes in RIDE. In addition, 

fine-grained parallelism is achieved by parallel processing of 

task on each worker node. Yang et al. focused on distributed 

fault-tolerant processing (DFP) method and proposed a 

distributed image-retrieval method designed for cloud-

computing based multi-camera system in smart city [11]. 

Through the combination of the cloud storage technology, 

data encryption, and data retrieval technology, efficient 

integration and management of multi-camera resources are 

achieved. In [12], processing and bandwidth issues for a 

typical video analytics application were investigated to help 

understand placement decision of methods between edge and 

cloud. The authors in [12] also say that there are further 

considerations than made in [12], such as privacy, central 

sharing, edge device maintenance, and processing and 

bandwidth costs. 

The existing techniques mentioned above can reduce the 

stream processing time by efficiently distributing the 

computational and communication loads to the processing 

nodes. However, those techniques do not give an upper limit 

for the processing time and there is a large possibility that the 

frame rate fluctuates. This paper is positioned to the 

consideration of the situations such as allowed processing 

time and adaptive task modification on the trust-oriented 

Internet live video distribution. 

3 TRUST-ORIENTED INTERNET LIVE 

VIDEO DISTRIBUTIONS 

In this section, we briefly explain trust-oriented Internet 

live video distributions proposed in [1]. 

In trust-oriented Internet live video distributions, the 

distribution situation is classified into two situations. One is 

the situation that there is no trust between the distributor and 

the viewers and is called the un-trusty situations. The other 

one is the situation that there is trust and is called the trusty 

situation. The situation that an Internet live video distribution 

belongs to depends on various factors. For example, in the 

cases that the viewers of an Internet live video distribution is 

limited to only the friends of the distributor, the situation is a 

Figure 1: Live video images for an un-trusty situation (left) 

and a trusty situation (right). 
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trusty situation. In the cases that the viewers are the stranger 

of the distributor, the situation is an un-trusty situation. In a 

simple system, the un-trusty/trusty situation that the current 

situation belongs to is selected by the distributor manually. 

Automatic selection is also possible by using the information 

about the viewers, the locations, and so on. Figure 1 shows 

example images of live video in an un-trusty situation and a 

trusty situation.  

The trust-oriented Internet live video distributions have 

three policies, “close-information”, “limit-information”, and 

“expose-information” policies. In the un-trusty situation, the 

distributors may use the close-information policy. In this 

policy, the processing computer executes the processes so as 

to close personal information. The distributor can safety 

distribute the shot live video since the distributor’s personal 

information is closed. However, the possibility to be able to 

construct trust decreases since the viewers cannot get the 

personal information about the distributor so any more. In the 

limit-information policy, the processing computer executes 

the processes accepted by the distributor. The distributors 

select this policy aiming to keep the trust. In the trust situation, 

the distributors may use the expose-information policy. In 

this policy, the processing computer executes the processes 

so as to expose personal information. The possibility to be 

able to construct trust increases since the viewers can get the 

personal information about the distributor. However, the live 

video distribution is unsafe. 

In the trust-oriented Internet live video distribution, the 

processing computer executes video processes based on the 

policy selected by the distributor (un-trusty or trusty). 

However, conventional trust-oriented Internet live video 

distribution systems do not consider the processing time and 

the frame rate usually fluctuate.  

4 PROPOSED SYSTEM 

We explain our proposed video processing system to 

stabilize frame rates in this section. We explain our target 

problem first and our approach to solve the problem after that. 

4.1 Target Problem 

As described in Section 1, long video processing times 

cause unstable frame rates and this annoy the viewers. For 

example, we show the intervals of the frames in Figure 2. The 

horizontal axis is the frame number. In this example, the 

processing computer executes the processes to detect faces 

and to blur the detected region. “Face” indicates the interval 

of the frames when there is a distributor’s face in the live 

video. “No face” indicates that when there is no distributor’s 

face. As shown in this example, the interval of the frames 

fluctuate and have a range of approximately 200 [msec.] in 

this case. Such a large change of the interval has a large 

possibility to annoy the viewers. Therefore, in this paper, we 

propose a video processing system aiming to stable frame 

rates. 

In the cases that the processing time is shorter than the 

interval of the frames, the system can control the time to draw 

the image for the next frame by waiting for some time. 

Otherwise, the time to draw the image for the next frame 

delays and the frame rate changes. We propose a video 

processing system to stabilize frame rates even when the 

processing time is long. 

4.2 Our Approach 

To stabilize frame rates for trust-oriented Internet live 

video distributions, we adopt two approaches. 

The first one is the reduction of the video processing time. 

As explained in the previous subsection, the system can 

stabilize the frame rate if the processing time is shorter than 

the interval of the frames. Therefore, shorter video processing 

times than the interval of the frames enables stable frame rates. 

Various techniques to reduce video processing time has been 

proposed. However, they do not focus on the trust-oriented 

Internet live distributions and some public concerns can occur 

even when the system adopts these techniques. The most 

sensitive personal information is their faces. Therefore, we 

focus on hiding the distributor’s faces and propose a video 

processing time reduction method for hiding the face in the 

trust-oriented Internet live video distributions. 

The other one is the change of the video process to a simple 

video process. As explained in Section 1, most of video 

effects require a higher computational load compared with a 

simple process. Therefore, our proposed method changes the 

video process when the video processing time is going to 

exceed the interval of the video frames to a video effect that 

the processing computer can execute the process with a 

shorter processing time. An example of a simple video 

process is blurring the whole region of the image. Since the 

processing time of a simple video process is relatively short 

compared with complicated video processes, the system can 

finish the process before the time to draw the image for the 

next frame and thus can stabilize the frame rate. 

4.3 Proposed System Architecture 

Figure 3 shows the architecture of our proposed system. In 

our proposed architecture, the distributors distribute their shot 

live videos to the viewers using the trust-oriented live video 

distribution system. The situation judgement module judges 

whether the current situation is an un-trusty or an trusty 

situation using the viewer database and other information. 

The video processing module executes the designated video 

processes. A part of the viewers login to the system before 

watching the live videos. The details of these modules are 

inscribed in [1]. 

Figure 3: The architecture of our proposed system 

Input
module

Judgement
module

Caption
addition
module

Image
processing

module

Effect
addition
module

Output

module

Viewer 
Database

Trust-oriented live video distribution system

Video

Camera

2

1

3

n

・

・

・

・

・

・

Trusty
or

Un-trusty

Viewer

Distributer

Frame rate stabilization module

Video processing
module

31

International Workshop on Informatics ( IWIN 2019 )



The frame rate stabilization module is newly added to the 

system in our proposed system. The frame rate stabilization 

module manages the video processing module and checks the 

frame rates of the output module. The output module is the 

system module to distribute the live videos to the viewers. 

When the frame rate is going to fluctuate, the frame rate 

stabilization module changes the video process executed in 

the video processing module to a simple process and try to 

reduce the processing time. The processed video data are 

transferred to the output module and are distributed to the 

viewers.  

4.4 A Method to Change Video Process 

In this subsection, we will explain our proposed method to 

change video process to stabilize the frame rates. 

4.4.1. Timing to Change Video Process 

In our proposed method, the frame rate stabilization 

module changes the video process when the processing time 

is going to exceed the interval of the frame to a simple process 

that the video processing module can execute the process with 

a shorter processing time. Even when the video process is 

changed to the simple one, the video processing time arises 

and it takes some time. Therefore, our proposed method gives 

a margin time for the simple video process. Let Tm denote the 

margin time. When the current time satisfies the following 

inequality, the frame rate stabilization module changes the 

video process to the simple one. 

𝑇𝑐 > 𝑇𝑛𝑓 − 𝑇𝑚                                                       (2)

Here, Tc is the current time and Tnf is the time to draw the 

next frame image. That is, the value of 𝑇𝑛𝑓 − 𝑇𝑚  is the

deadline of the original video process. Our proposed method 

decides Tm enough to finish the simple video process within 

the margin time. For example, in our brief experiment, the 

maximum processing time to blur the whole region in a video 

processing system is 129 [msec.]. In this case, we can predict 

the sufficient time to finish the simple video process although 

the time fluctuates. In this case, the value of Tm larger than 

129 [msec.] is sufficient. 

In the cases that the right formula of Equation (2) is very 

close to the left, the video process can frequently change. This 

can cause the annoyance of the views. To determine Tm, it is 

better to consider such an influence of the viewers. 

4.4.2. Video Process to Hide Face 

Figure 4 shows the flowchart for the frame rate 

stabilization module. When the module gets a video frame 

image from the camera, it starts the video processing to the 

image in other thread. To manage the processes, the video 

processes are executed in parallel and in other thread from the 

frame rate stabilization module. After that, the module 

continuously checks whether the process finishes and 

whether the above inequality is satisfied or not. When the 

process finishes, the module transfers the processed image for 

the video frame to the output module. When the above 

inequality is satisfied, the module cancels the video process 

and start executing the simple video process. When the simple 

video process finishes, it transfers the processes image for the 

video frame to the output module. 

5 EVALUATION 

In this section, to evaluate the performance of our proposed 

system, we show some evaluation results about the intervals 

of the frames and the video processing. 

5.1 Evaluation Setting 

We implemented the video processing system that detects 

the faces in the shot video images and blurs the detected 

region. In the cases that the time to finish the video process is 

longer than the deadline (Equation (2)), the system cancels 

the processing and changes it to the simple process that blurs 

the whole region of the image. The system has a function to 

distribute the live video, but the function is not directly 

related to this research and we do not focus on this function. 

To show the effectiveness of our proposed method, we 

show the intervals of the frames. We set the frame rate of the 

video to f [fps] in this evaluation. In our proposed method, 

when the current time exceeds the deadline, the processing 

computer changes the video process to the simple one. 

Therefore, in the cases that the interval of the frame is shorter 

than the 1/f [msec.], our proposed method can achieve a 

constant frame rate by waiting for drawing the next frame 

image. 

We use the ratio of changing process in this evaluation. The 

ratio means the ratio that the video process is changed to the 

simple one and is the number of the simple video process 

divided by the number of the all video process. A larger value 

means that a more number of the video frames is wholly 

blurred (the whole region is blurred). A smaller value is better 

for the trust-oriented Internet live distributions since just for 

the region related to the personal information is blurred. 

5.2 Evaluation Environment 

For the evaluation, we use our developed video processing 

system. We developed the system using the Visual Studio 

2017 and the system uses OpenCV 4.1.0 to get the images 

from the camera and to detect the faces in the images. The 

processing computer is a laptop computer (CPU: Core 

i7@2.4GHz, Memory: 8GB). We use the camera equipped on 

the laptop and get 640x480 RGB (32bits) images. For the face 

Figure 4: The flowchart for the frame rate stabilization 

module 
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detection, we use the detectMultiScale function implemented 

in the OpenCV. 

5.3 Evaluation Results 

In this subsection, we show some evaluation results. First, 

we show the intervals of the frames and evaluate the 

effectiveness of our two approaches. After that, we show the 

performances changing the region sizes for the processes to 

evaluate our approach to change the region size to hide the 

face faster. Then, we show the performances changing some 

parameters for the face detection. We evaluate our proposed 

system under the situations that the video records just one 

faces although our proposed system can detect multiple faces 

to make the evaluation results easily understandable. In the 

situations that the video records multiple faces, their positions 

also influence the results. 

5.3.1 Interval of Frame 

The target problem of this research is the stabilization of 

the frame rate. This means that the intervals of the frames are 

more constant. Therefore, we measured the intervals of the 

frames.  

Figure 5 shows the intervals of the frames. The horizontal 

axis is the frame number and the vertical axis is the intervals 

of the frames. In the figure, “Proposed (f [fps])” indicates the 

intervals of the frames under our proposed method when the 

frame rate is set to f. “Conventional” indicates the intervals of 

the frames under conventional methods, i.e., without our 

proposed method. The result under the conventional method 

does not depend on the frame rate since the method does not 

consider the frame rate. The margin time is 100 [msec.]  

From this result, we can see that our proposed method 

achieves a shorter interval than the inverse value of the frame 

rate in many cases. This means that our proposed method 

gives stable frame rates. However, the intervals of the frames 

are sometimes longer in the cases that the video processing 

time is longer than the predicted margin time. The 

conventional method can achieve almost 1 [fps]. In the cases 

that the frame rate is 1 [fps], some intervals of the frames 

under our proposed method is the same as that under the 

conventional method because the video process finishes 

before the deadline. However, in the cases that the video 

process before changing it finishes earlier than the simple 

video process, the intervals of the frames under our proposed 

method is longer than that under the conventional method. 

For example, in the case of 1 [fps], the video processing times 

of 6 frames in 100 frames exceed the time to draw the image 

for the next frame. In the case of 4 [fps], the video processing 

times of 19 frames in 100 frames exceed the time to draw the 

image for the next frame. We can reduce the number of the 

frames in that the processing time exceeds the time to draw 

the image for the next frame by increasing the margin time. 

The ratio of changing the process increases in proportional 

to the frame rate since a larger frame rate gives an earlier 

deadline. For example, in the cases of 1 [fps], 10 video 

processes are changed to the simple video processes in 100 

frames and this means the ratio of changing the process is 

10/100=0.1. In the cases of 4 [fps], all video processes are 

changed to the simple video processes and the ratio is 1.0. 

Therefore, Our proposed method gives stable frame rates but 

the ratio of changing process increases. 

In the following evaluation results, we use the average 

interval of frame. 

5.3.2 Region Size for Process 

A smaller region size for the process gives a shorter video 

processing time because the data amount for executing the 

video process decreases. Hence, changing the region size for 

the process, we measured the average interval of the frames 

and the ratio of changing the processes.  

Figure 6 shows the average intervals of the frames under 

the different region sizes for the processes. The horizontal 

axis is the region ratio. The region ratio is the ratio of the 

region for the process in the whole region and given by the 

number of the pixels in the region for the process divided by 

that in the whole region. The vertical axis is the average 

intervals of the frames. The margin time is 100 [msec.]. The 

legends are similar to the previous results. 

In our proposed method, when the region ratio is small, the 

average interval of the frames increases as the region ratio 

increases since the data amount for executing the video 

process increases. When the region ratio is large, our 

proposed method gives almost constant average interval of 

the frames since the video process is changed to the simple 

video process when the video processing time reaches to the 

deadline. The video processing time earlier reaches to the 

Figure 6: The average interval of the frames under the 

different region sizes for the processes 
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Figure 5: The frame number and the intervals of the frames 
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deadline as the frame rate increases. The average interval of 

the frames under the conventional method increases in 

proportional to the region ratio, since the method does not 

consider the deadline. For example, the average interval of 

the frames in the cases of 4 [fps] is approximately 200 [msec.] 

This is smaller than 250 [msec.] (the interval of the frames 

under 4 [fps]) and our  proposed method can give a stable 

frame rate. On the other hand, in the conventional method, 

the region ratio should be less than 0.23 to achieve the frame 

rate of 4 [fps].  

6 CONCLUSION 

In this paper, we propose a video processing system to 

stabilize framerates on trust-oriented Internet live video 

distributions. Our proposed system changes the image region 

for video process and also changes the video process when 

the video processing time is going to exceed the interval of 

the video frame. We implemented our proposed system. Our 

evaluation results revealed that our proposed system can 

stabilize the frame rate for trust-oriented Internet live video 

distributions. In the future, we will further reduce the video 

processing time and investigate the frame rates in practical 

Internet live video distributions.  
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Abstract - Risk-management techniques for identifying and 
analyzing risks regarding safety and security have recently 
been developed. However, the addition of security extends 
risk-management time by repeating safety, security and their 
harmonization. Brainstorming is used as a risk management 
method, some of which has already been electronized as 
idea generation groupware. Therefore, it is conceivable to 
apply idea-generation groupware for shortening multiple 
sessions in risk-management time. Before applying 
groupware for reducing risk-management time, it is 
necessary to investigate the characteristics of idea 
generation on groupware and determine how to apply it. In 
this study, we investigated the characteristics of the idea-
generation process with the idea-generation support 
groupware GUNGEN. The results indicated that (1) there 
was no significant difference in the number of ideas 
generated per session between sessions of 1 hour or less and 
those longer than 1 hour (an average of 45 ideas were 
generated [standard deviation: 15], and about 30 to 60 ideas 
were generated in 80% of the sessions), and that (2) ideas 
were generated every 60 to 120 seconds on average, and 
about 90% of ideas were generated within 300 seconds. 

Keywords: Risk management, safety, security, groupware, 
idea generation. 

1 INTRODUCTION 

Internet-of-Things (IoT) [ 1 ]and cyber physical system 
(CPS) [2] technology has recently spread to the industry 
which have mainly control systems such as automatic drive 
vehicles, thermal power plants. Society 5.0 [3], which is A 
human-centered society that balances economic 
advancement with the resolution of social problems by a 
system that highly integrates cyberspace and physical 
space[ 4 ]. Older control systems, which were specially-
developed and were not standard, had used networks, 
communication protocols and equipment developed 
independently in the industry. The current systems have 
been transformed into standardized and generalized systems 
due to the spread of information systems. As a result of the 
links between devices or services becoming easier, new 
services can be easily implemented via the cloud or 
smartphones, reducing system-maintenance costs and 
improving convenience. 

However, incidents and accidents, such as equipment 
failure and malware attacks, are likely to spread throughout 
a system and network. Therefore, there is a growing 
possibility that their spread will have national and global 

impact, for example, governments, banks, important 
institutions such as power plants, and infrastructure services 
will be threatened or shut down. Stuxnet [5]proved that even 
closed networks may be vulnerable to cyber attacks, and 
control systems that do not connect to a network are no 
longer safe. A control system is forced to take into account 
not only safety but also security; thus, various risk-
management techniques regarding safety and security have 
been developed [5][6][7][8]. 

Risk-management techniques include many methods 
conventionally used for safety such as FMEA, FTA, and 
HAZOP, and those such as brainstorming [9] and Delphi are 
used for idea generation [8]. STAMP/STPA and FRAM 
have recently been proposed to cope with functional-
resonance accidents, which are caused by abnormal signal 
generation due to noise mixing and resonance of multiple 
signals among complex system components [10]. As control 
systems are targeted by cyber-attacks, the number of 
methods regarding both safety and security have increased 
[5][6] , e.g., Security Informed Safety (SIS) [5][11] , which 
is the concept of handling safety based on security 
information. 

The process of risk management is shown in Figure 1 [12]. 
The steps in this process are as follows;  
• Risk identification (detecting risks),

Figure 1: Process of Risk Management in ISO31000:2018 
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• Risk analysis (investigating the characteristics of
risks),

• Risk evaluation (decision regarding the
corresponding risks) and

• Risk treatment (thinking about countermeasures).
Most conventional risk-management techniques that include 
safety and security methods as well as safety-only methods 
include the risk-identification step. However, there are few 
risk-management techniques that include risk-treatment step 
[6][8]. Risk treatment requires creativity for formulating 
solution options (ideas) to address risk [12]. Therefore, to 
strengthen risk treatment, it is conceivable to use idea-
generation support groupware that incorporates idea-
generation methods for solving a problem. For example, 
GUNGEN, which is distributed idea-generation support 
groupware, is characterized by connecting personal 
computers (PCs) to networks and providing creative 
environments even remotely, such as in teleconferencing 
and video conferencing systems. This groupware makes it 
possible to solve the problem of remote locations and 
creativities, with conducting brainstorming at multiple 
remote locations via networks. 
The risk-treatment time in a system development has to 

take into account not only the time for safety but also the 
time for security and the time for harmonization between 
security and security anew. Thus, with the addition of 
security and harmonization, the risk-treatment time has 
become longer. In general, various companies need to 
shorten system development time including risk-treatment 
time. However, the issue of reducing risk-treatment time has 
not been addressed in this groupware and the risk-treatment 
time using brainstorming in is not clear.  
The length of many types of sessions including 

brainstorming is often about 1 hour, but less than 1 hour is 
preferred [13][14][15]. To address this issue, we need to 
know how ideas are generated in brainstorming sessions and 
reduce the idea-generation time. However, we do not know 
the idea-generation process. There are many studies that 
limit time in advance in brainstorming time series studies 
[16][17][18][19], but few studies have been verified until 
the idea is exhausted. 
Therefore, we use the log-generation function of 

GUNGEN, which records the operations of session 
participants such as inputting idea with keyboard, moving 
the sticky notes freely with the mouse. GUNGEN records 
the time when an idea was generated and the name of the 
speaker and can clarify the idea-generation history, making 
it possible to determine who made what statement and when. 
Therefore, in order to shorten system developments time 
including risk-treatement time using brainstorming, we 
decided to follow the time sequence of how ideas are 
generated to find unnecessary steps in the idea-generaion 
process to reduce risk-treatement time using brainstorming 
(hereinafter referred to as “session time”).  
We analyzed the generation of ideas over time and clarified 

the idea-generation process. We define terms in related 
research and their problems in Chapter 2, explain the 
analysis methods in Chapter 3, describe the experimental 
results in Chapter 4, provide discussion in Chapter 5, and 
conclude the paper in Chapter 6. 

2 RELATED RESEARCH 

The domain of system development for safety and 
security is called safety and security co-engineering [5]. The 
definitions of safety, security, and risk management in this 
domain differ from those in the current standard. This 
chapter gives the definitions of these terms for safety and 
security co-engineering and describes their relationships 
with idea-generation methods. 

2.1 Safety and Security Definitions 

In the current standard, safety is defined as "freedom from 
risk which is not tolerable” [ 20 ], and security (herein 
referred to as "information security") means "preservation of 
confidentiality, integrity and availability of information. 
Other terms, such as authenticity, accountability, non-
repudiation, and reliability can also be involved" [ 21 ]. 
However, it is difficult to understand the difference between 
safety and security with these definitions. Abulamddi [10] 
describes the following two differences between safety and 
security. 

(1) Causal relationship
•  Safety is concerned with hazards arising from the

system, potentially impacting the environment.
•  Security is concerned with the risks originating from

the environment, potentially impacting the system.
(2) Intention or not
•  Safety is concerned with unintentional hazards.
•  Security is concerned with intentional threats.

In this paper, we use the definition of difference (2). 

2.2 Definition of risk management 

Chockalingam et al. [6] gave similar definitions and 
included risk management as well as safety and security. 

1. Safety is community as dealing with unintentional/non-
malicious threats caused by natural disasters, technical
failures, and human error.

2. Security is community as dealing with
intentional/malicious threats caused by intentional
human behavior.

3. Risk management plays a major role in dealing with
both unintentional/non-malicious and
intentional/malicious threats.

The definition of risk management in the current standard is 
"coordinated activities to direct and control an organization 
with regard to risk" [12] . This is different from the above 
definition of Chockalingam et al. We use the definition of 
risk management (3 above) including safety and security. 

2.3 Relationship between risk management 
techniques and idea generation methods 

Brainstorming is both a risk-management technique and 
an idea-generation method. It is also used in the idea-
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generation phase of the KJ (Kawakita Jiro) method [22]1  . 
This section presents risk-management techniques and idea-
generation methods. 

(1) Risk-management techniques and idea-generation
methods
  Brainstorming is one of the risk management techniques 
[8], and be able to be used in Risk Identification and Risk 
Treatment. 

(2) Brainstorming and KJ method in idea-generation
methods

Guilford's Structure of Intellect theory includes 
“divergent-production” and “convergent-production” 
methods [23]. The two types of production methods are 
often used for classifying idea-generation methods. 
Divergent-production methods are used to generate multiple 
solutions to a problem, and convergent-production methods 
are used to deduce a single solution to a problem.  

A well-known divergent-production method is 
brainstorming, and a well-known convergent-production 
method is the KJ method. The KJ method also includes 
brainstorming, which is a divergent-production method and 
is used in the divergent-production phase before convergent-
production phase of the KJ method. GUNGEN supports 
idea generation in distributed environments by using the KJ 
method and enables brainstorming in the divergent-
production phase of the KJ method. 

Also, brainstorming is a type of session and an idea-
generation method [15]. Idea-generation as almost same as 
session but it is difference that one participant can perform. 
In this paper, the following terms and definitions apply. 

• Idea-generation method is a type of session, and one or
more participants generate ideas in divergent-
production phase and summarize ideas in convergent-
production phase. In some cases, they repeat two
phases or they only perform idea-generation.

• Brainstorming is an idea-generation method, and one
or more participants mainly generate ideas in
divergent-production phase.

• KJ method is an idea-generation method, and one or
more participants perform brainstorming (KJ method
mainly summarize ideas in convergent-production
phase after brainstorming, but this article does not
touch).

2.4 Related research on idea generation 

This section shows related research on how ideas are 
generated in the divergent-production phase.  

(1) Idea generation without groupware
Osborn [9] argued that ideas appear around every three

minutes when brainstorming. According to a study by 
Munemori et al. [24], the idea-generation time is less than 1 
hour on average, in the case of writing an idea on a sticky 

1 KJ Method is a registered trademark of Kawakita Research 
Institute Co., Ltd. 

note and pasting the sticky note on a large white paper like a 
white board. In addition, it is not necessarily an idea 
generation, but generally, the length of a session is generally 
about 43 minutes for project sessions of around 5 
participants, 78 minutes for those of around 8 participants, 
and about 1 hour for sessions of around 12 participants [15].  

(2) Improved idea generation without groupware
There have been no reports on the time required for idea

generation. In a study on brainstorming at the University of 
Chicago [9], the chairperson provided ideas and tips when it 
was determined that participants couldn't come up with any 
ideas and any ideas should be put forth. However, these are 
qualitative judgments by the chairperson without using 
quantitative methods such as time or number. 

(3) Idea generation with groupware
According to the above study by Munemori et al. [24],

sessions using idea-generation support groupware last less 
than 1 hour and 20 minutes on average. According to the 
research by Yuizono et al. [25], a large number of ideas are 
not always generated and monotonously decrease, or many 
ideas are not always generated at a certain time, when there 
are multiple participants. 

(4) Improved idea generation with groupware
There have been no reports on the time required for idea

generation. Donker et al. [ 26 ]proposed idea-generation 
support groupware that uses the 635 method (a type of 
brainstorming method also known as brain writing) [27], 
which   6 participants write down 3 ideas on a specific 
worksheet within 5 minutes and pass the worksheet onto the 
next member. With this method, it is possible to have the 
participants be anonymous, and to set the order of turning 
the worksheets with ideas in a fixed order or randomly. With 
computers, people can participate in creative group activities 
and conduct discussions without having to meet physically 
and without knowing each other. 

Idea Expander [28] is idea-generation support groupware 
that uses photos when generating ideas. Participants 
brainstorm using the chat window of Idea Expander. This 
groupware supports idea generation of groups by displaying 
chat-related photos during brainstorming. GUNGEN-
PHOTO [29]is idea-generation support groupware using the 
KJ method that further promotes idea generation using 
photos. This groupware has a shared work space for sharing 
discussions about photos to create ideas from the photos and 
a personal work space for entering ideas generated through 
discussions. It also enables the magnification photos and 
makes it easy to comment on the discussion and photos by 
displaying details during a project. 

These studies on idea generation presented methods of 
reducing work load by automating certain processes or 
providing various methods for supporting idea generation. 
However, there was no mention of any unnecessary steps in 
idea generation for reducing session time. Therefore, it is 
necessary to examine the steps in the idea-generation 
process. 
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3 ANALYTICAL METHOD 

3.1 Experimental procedure  

In this section, we identify the problems and issues 
involved in brainstorming in a near ideal environment with 
various biases removed.  

 
(1) Limiting survey target to number of ideas and time 

In brainstorming, one of the basic principles of idea 
generation is the thinking that quantity produces quality [9], 
that is the more ideas you produce, the better the quality of 
results. The number of ideas is most important when 
improving quality. We focused on the idea-generation 
process based on the number of ideas generated and time 
required to generate them and on confirming the presence or 
absence of unnecessary steps in this process (quality is for 
future study). Since the average session time including 
brainstorming is about 1 hour, as mentioned in Section 2.4, 
we compared whether there is a difference in the idea-
generation process between 1-hour sessions and those longer 
than 1 hour. 

 
(2) Idea generation under normal and unusual 
circumstances 

Using the log-generation function of GUNGEN, we 
record the time when an idea was generated, the speaker of 
the idea, etc., to clarify the idea-generation process. 
Specifically, we investigated the following items based on 
the logs recorded with GUNGEN. 
•  Idea-generation process under normal circumstances 

(excluding the case such as inordinately long 
intermission and attends/leaves in the middle of the 
session) 

•  Idea-generation process under unusual circumstances (no 
ideas, few ideas, long sessions) 

 
(3) Tracking changes in idea generation over time 
 The aim with this analysis was to understand the change 
from the start to the end of the idea-generation process 
(without adding any event such as giving hints and stimuli 
from outside). To determine how the idea-generation 
process changes over time due to the addition of new events 
is for future work. 
 
(4) Participants 

The experiments involved separate groups of 2nd to 3rd 
year students of Kagoshima University Faculty of 
Engineering. All participants in the same year knew each 

other. The goal was to acquire data from an environment as 
close to the ideal with less bias as possible. This is more 
difficult in corporate environments due to the following 
biases. 
 
•  People who have much experience in a particular job 

have much knowledge and can come up with many 
ideas. However, new employees with less experience 
cannot come up with many ideas because they have 
little knowledge. 

•  Many companies have a hierarchical structure. It is 
easy for the boss to give an idea because there are few 
people who would oppose him/her, and there are times 
when subordinates would hesitate to give their ideas. 

•  Session logs of actual companies are difficult to obtain 
because of the sensitivity of information. 

 
In a student environment, it is possible for participants to 

hold sessions in a flat structure on a theme with similar 
knowledge. Therefore, the influence of the above biases can 
be reduced. Investigating actual corporate environments is 
for future work. 

3.2 Experimental environment 

(1) Experimental system 
A group of three students sat in a row in front of three 

PCs with GUNGEN [24] installed (Figure 2). We focused 
on the following two functions. 
•  Brainstorming (divergent-production phase) 
•  Log generation (recording of participants’ actions) 

 
(2) Theme 

Fixing a theme may make it difficult to come up with 
ideas depending on the degree of interest and knowledge of 
the participants, so themes were decided on topics that were 
easy for participants to discuss freely and give ideas. 
Therefore, the participants' interest and knowledge of the 
theme were as uniform as possible. 

 
(3) Session progress 

There was no presenter to maintain a flat relationship of 
participants. The session was for brainstorming, and 
students were free to speak and write. A staff member (a 
teacher in charge of the PCs or an undergraduate student) 
explained the experiment to the students, answered 
questions about PC operation, and went to the next phase 
according to the request from the participants. 

 
 

Figure 2: Experimental environment 

38

International Workshop on Informatics ( IWIN 2019 )



(4) Experimental procedure
The procedure of the experiment was as follows.

１． The staff member connected the PCs to the network 
just before the experiment and turned them on. 

２． He/She explained the purpose of the experiment, 
brainstorming etiquette, e.g., do not criticize others’ 
ideas and the quantity of ideas is more important than 
the quality of ideas, and how to use GUNGEN. 

３． Students then decided the theme to be discussed. 
４． After deciding on the theme, the students notified the 

staff member of the theme, sat down in front of three 
PCs (Fig. 2), and one of students entered the theme 
into GUNGEN. 

５． Students pressed the start button on the screen to start 
the idea-generation process. 

６． During this process, students input their ideas in the 
input field of the screen and pressed the idea button 
near the input field. A sticky note with the idea then 
appeared on the screen. Students could move the sticky 
notes freely with the mouse. In a similar way, students 
input their chats in the input field of the screen and 
pressed the chat button near the input field. The chat 
then appeared on the chat box. 

７． The students generated ideas until ideas were 
exhausted.  

８． The students notified the staff member when they all 
wanted to finish the idea-generation process. 

９． The staff reconfirmed to the student the finishing of 
this process and concluded the brainstorming. 

3.3 Analysis of logs 

(1) Theme
Brainstorming on the 13 themes listed in Table 1 was

caried out using GUNGEN, and the log data were analyzed.  

For example, “Convenience store”, in the table represents 
the theme “Ideal convenience store”, e.g., it should be close 
to home and the cash register should be automated. "Food 
culture" represents the theme "the difference between food 
culture in foreign countries and Japan", e.g., the differences 
depend on the religion of a country. "Money" represents the 
theme "How does money affect people", e.g., whether debt 
destroys families, whether money is necessary in the age of 
digitization, and whether money can buy happiness. 

(2) GUNGEN log data
Figure 3 shows an example of log data, which are

explained in more detail below. 
• The left column shows the time when an operation

occurred. The unit time is seconds, and the cumulative
seconds from January 1, 1902 are shown.

• The first part of the right column shows the operation
type; "KJOpen @!" is system startup, "KJStart @!" is
the start of the session start, “Showchat” is a generated
chat, and "ShowLabel" is a generated idea.

• The second part of the right column shows the content.
The letters indicate the data attached to the operation,
and the parentheses indicate the operator's name.

The log data "ShowLabel" including the time and
content of idea occurrence is important when analyzing. 

Table 1: Experiment themes and number of ideas generated 

(3) Analysis focus
We focused on the time between idea generation, and the

number of ideas generated within a certain time (seconds). 

1. Distribution of total number of ideas in each session
Examine the distribution of the total number of ideas

generated at each session. We examined this because we 
wanted to determine the frequency of the total number of 
generated ideas in normal sessions. 

2. Intervals of generating ideas
Find trends in time between generation of ideas in

seconds. This is to determine how often ideas are generated 
in sessions involving multiple participants.  

3. Number of ideas per unit of time
Determine the number of ideas generated at a certain time

interval, i.e., determine whether there is a difference 
between the generation of ideas when the session is short or 
long. 

Item 
No Theme name 

Number 
of ideas 

generated 

Time 
(min) 

1 Convenience store 43 80.6 
2 New robot 23 71.0 
3 Ideal future computer 70 106.0 
4 Food culture 52 52.7 
5 Ideal car 38 68.8 
6 Ideal life 31 88.9 
7 How to be the Ultimate Rich 37 31.7 
8 About money 45 102.5 
9 Ideal town 59 109.1 
10 Ultimate fighting game 30 99.5 
11 Ultimate city 79 85.7 
12 Ideal city 40 107.4 
13 Ideal university 40 52.4 
Average 45.2 81.3

Figure3: Example of log data 

2943869394 KJOpen@!
2943870149 “showchat””Letʼs start（Seguchi) ““@!”
2943870158 KJStart@!
2943870210 “showchat””Yes (Shiba) “”@!”
2943870232 “showchat””Understood (Shigeyama) “”@!”
2943870345 “showchat”” Do you aim for "ideal"? Do you aim for the "ultimate"?> all (Shigeyama) “”@!”
2943870512 ShowLabel”I can get an air ticket (Shigeyama)”
2943870619 ShowLabel”ATM/CD machine is placed”
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4 EXPERIMENTAL RESULTS  

We first compared the results from sessions of less than 1 
hour with those from sessions longer than 1 hour then 
investigated the number of ideas and the time interval of all 
ideas. 
 

4.1 Number of ideas generated in sessions 

The average number of ideas for the 13 sessions (themes) 
was 45.2, with a standard deviation of 15.4. Based on the 
mean and standard deviation, the total number of ideas was 
between 30 and 60 (45 ± 15) in 10 out of the 13 sessions, 
and almost 80% of sessions generated between 30 and 60 
ideas as shown in Figure 4. 

4.2 Idea-Generation Intervals 

The average time between the idea generation for all the 
themes was about 110 seconds, and the median was about 
70 seconds. Therefore, most ideas were generated between 
60 and 120 seconds.  Figure 5 shows 43% of ideas were 
generated within 60 seconds, 74% within 120 seconds, 83% 
within 180 seconds, 90% within 240 seconds, 93% within 
300 seconds, and 95% within 360 seconds. 

Figure 6 also shows the number of ideas generated for 
each time interval per theme;   

19.2 (within 60 seconds),  
13.8 (between 61 and 120 seconds),  
4.1(between 121 and 180 seconds),   

2.8(between 181 and 240 seconds),  
1.3(between 241 and 300 seconds), and  
0.8(between 301 and 360 seconds).  

The number of ideas generated over 300 seconds was small. 
 

0~60
43%

61~120
31%

121~ 180
9%

181~240
7%

241~300
3%

301~360
2%

361~420
1%

421~
4%

 
Figure 5  Distribution of intervals between generated 

ideas over time (seconds) 
 

4.3 Comparison of sessions of 1 hour or less 
and those longer than 1 hour 

Since most of the sessions took about one hour, as 
mentioned in Section 2.4 (1), we compared sessions of one 

Figure 4: Distribution of session time and number of ideas 

Figure 6: Number ideas generated for each time interval per session 
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hour or less with those over one hour. From the results 
presented in Section 4.2, we also examined the distribution 
in the number of average ideas generated in 300-second 
intervals. 
(1) Idea generation time (within 1 hour)

Themes 4, 7, and 13 in Table 1 were targets. The average
number of ideas generated for these three themes was 43.0 
(Figure 7). Four or more ideas were generated every 300 
seconds from the start of the session to 40 minutes into the 
session. 

(2) Idea-generation time (from 61 to 120 minutes)
Theme 1, 2, 3, 5, 6, 8, 9, 10, 11, and 12 in Table 1 were

the targets. The average number of ideas generated for these 
themes was 45.8 (Figure 8). Immediately after the start of 
the session, but this number per 300 seconds decreased over 
time. 

5 CONSIDERATION 

(1) Number of ideas per idea-generation was between 30
and 60

 The number of ideas per idea-generation was 45.2 
(average deviation 15.4) on average, and in 10 out of the 13 
sessions, 30 to 60 ideas were generated (45 ± 15). Kawakita 
[30] stated that the number of ideas was about 30 to 60 per
idea-generation in 1,000 or more practical cases. The
average number of ideas per idea-generation, which is from
the results of past student experiments by Yuizon et al. [31],
was about 30 (1 participant), 40 (2 participants), and 50 (3
participants). This means that our results are consistent with
those of these past studies.

(2) Average number of generated ideas was between 60
to 120 seconds, and approximately 90% occurred within
300 seconds

The average number of generated ideas was between 60 
and 120 seconds, 84% was within 180 seconds and about 
93% within 300 seconds. According to Osborn's report, 
most ideas are generated within 180 seconds in a corporate 
environment [9]. In our student environment, about 84% of 
ideas were generated within 180 seconds, which agrees with 
Osborn’s results. 

(3) Number of ideas does not change even during long
sessions

The total number of ideas for one theme was 43.0 in a 
1hour session and 45.8 in a session longer than 1 hour. The 
difference between the number of ideas generated for 
sessions over 1 hour and for those less than 1 hour was 
examined using Student's t-test, which is applicable even 
when the number of samples is small. There was no 
significant difference as t (11) = 0.25, p> .05. Therefore, 
there was no significant difference in the number of ideas 
generated even when the session time was extended. 

The average number of ideas generated did not change, 
but there was a difference between the sessions less than 1 
hour and those over 1 hour for ideas generated at 300-
second intervals. A session less than 1 hour generated four 
or more stable ideas in 300-seconds intervals from the start 
of the session until 40 minutes. However, the number of 
ideas generated at 300-second intervals for sessions over 1 
hour gradually decreased from the start to the end of the 
session. 

Figure 8: Distribution of average number of ideas in 5-minute units for sessions between 61 and 120 minutes 

Figure 7: Distribution of average number of ideas generated in 5-minute units for sessions of 60 minutes or less 
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(4) Application example based on the results 
As mentioned in (3), if the number of 300-second ideas is 

less than 4 and continuous, it is likely that the session time 
is more than one hour. As mentioned in (2), if the next idea 
is not generated within 300 seconds of the last idea being 
generated, it may not be generated during the session.  As 
described in (1), it may be determined that it is better to 
continue the session if the total number of ideas is less than 
30 and finish the session if the total number of ideas is more 
than 60. Based on these results, idea generation support 
groupware needs the following requirements in order to 
realize a session within one hour. 

1. Function to count the number of ideas at 300-second 
intervals from the start of session (In addition, if the 
number of 300-second ideas is less than 4 and 
continuous, the function takes some action to 
promote idea generation.) 

2. Function to count the time since the last idea was 
generated (In addition, if the next idea is not 
generated within 300 seconds of the last idea being 
generated, the function takes some action, e.g., 
prompting idea generation, warning to end or 
continue the session.) 

3. Function to count the total number of ideas from the 
start of session (In addition, if the next idea is not 
generated within 300 seconds of the last idea being 
generated and the total number of ideas is more than 
60, the function takes some action to promote to end 
the session.) 

Figure 9 [32] shows an example of an idea generation 
support groupware system with functions 2 and 3 above to 
monitor the number of ideas and the time taken to generate 
them. If the number of ideas generated within 300 seconds 
of the last generated idea is 0, the system displays a hint for 

generating a new idea. If the number of ideas generated 
within 300 seconds of the last generated idea is 0 and the 
total number of ideas generated exceeds 60, then the system 
switches to the next phase (for example, the convergent 
production phase of KJ method). 

This approach is similar to the chairperson's operation in 
brainstorming at the University of Chicago [9]. However, 
the chairperson's operation is based on the chairperson's 
qualitative judgment without using quantitative methods 
such as time or number. The difference with this approach is 
whether to judge quantitatively. 

6 CONCLUSION 

Brainstorming sessions were conducted in groups of three 
student participants, and the idea-generation process was 
recorded using the log-generation function of GUNGEN. 
We found the following. 

 
 The number of ideas per session was the same for 

sessions of 1 hour or less or sessions longer than 1 
hour. The overall average number of ideas generated 
per session was about 45 (standard deviation is about 
15), and almost 80% of sessions generated between 30 
and 60 ideas. 

 The average number of generated ideas occurred every 
60 and 120 seconds, and about 90% of ideas were 
generated within 300 seconds. 

 
When brainstorming using GUNGEN in our analysis, the 

number of ideas generated was almost 30 to 60 even when 
the session continued for a long time. Since the total number 
of ideas generated in a session did not change significantly 
over time, the goal is to guide the participants to finish the 

Figure 9: Application example for idea generation support groupware which has divergent-production phase and 
convergent-production phase (e. g., KJ method) based on the experiment results 

ConvergenceDivergence

ConvergenceDivergence

ConvergenceDivergence

ConvergenceDivergence

ConvergenceDivergence

ConvergenceDivergence

ConvergenceDivergence

ConvergenceDivergence

ConvergenceDivergence

ConvergenceDivergence

ConvergenceDivergence

ConvergenceDivergence

Flow of time

Final outcomeOutcome 1 Outcome 2

Divergence: The process of generating multiple solutions to a problem 
Convergence: The process of deducing a single solution to a problem.

Information processing terminal A

Information processing terminal B

Information processing terminal C

Information processing terminal D

Workflow

Information processing terminal A

State management unit Display unit

Working unit

Storage unit Input unit Communication unit

Information processing terminal B

Information processing terminal C

Information processing terminal D

Network

Conditions Process
If the next idea is not generated within 300 seconds of 
the last idea

Display hints (text or diagrams) to 
prompt ideas

When the number of ideas exceeds 60 Display warning to advance to the 
next phase

42

International Workshop on Informatics ( IWIN 2019 )



session within 1 hour to promote efficient idea generation. 
Thus, for more than 300 seconds after idea generation, when 
it is determined that few or no more ideas would be 
generated, a prompt needs to be given to encourage action or 
promote further idea generation. 

In the future, we plan to examine and verify the following 
points. 
• The effect of shortening system development time

including risk-treatment time (session time) by the new
approach.

• More effective ways to encourage the creation of ideas
(for example, use of images).

• More effective ways to accelerate the transition to the
next stage.
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Abstract –At the time of past large-scale disasters such as 

the Tohoku Earthquake in 2011, it took a considerable 

amount of time to collect information on the victims. 

 This paper propose a system that installs  Our Refuge 

Management System  in refuges all over the country, and 

uses cloud servers to centrally manage the disaster situation 

and relief needs in each refuge area. We call this system the 

“Victims Information Management System (VIMS)” and are 

developing it. In this paper, we describe the contents of the 

research and development project. 

Keywords: Disaster, Refuge Management System, Victims, 

Persons requiring special care, ICT, Solar Panel 

1 INTRODUCTION 

At the time of past large-scale disasters such as the 

Hanshin-Awaji Earthquake in 1995, and the Tohoku 

Earthquake in 2011, it took a considerable amount of time to 

collect information on the victims [1].  In particular, refuge 

administrators couldn't capture relief needs such as the 

presence of refugees who need special care and their allergy 

information. Also, due to the disruption of the infrastructure 

at the time of disaster occurrence, managers were unable to 

make the most of the Information and Communication 

Technology (ICT) and its power, and they could not collect 

and transmit information on the victims promptly. [2] [3] 

 In addition, there were many victims who could not cope 

with the refuge environment and suffered from health 

problems. [4] [5] 

Therefore, we developed the Refuge Management System 

(RMS) that consistently manages the health condition of 

victims by collecting information on disaster victims and 

creating an evacuation list using ICT even at the time of the 

disruption of lifelines such as communication and electricity. 

[6] [7] The final goal of this study is to develop a system

that installs RMS in refuges all over the country, and uses

cloud servers to centrally manage the disaster situation and

relief needs in each refuge area. We call this system the

“Victims Information Management System (VIMS)” and are

developing it. In this paper, we describe the contents of the

research and development project and the realization of the

system to manage personal information and health condition

of the victims in the refuge currently under development.

2 RELATED RESEARCH 

After the Tohoku Earthquake, research on victims’ support 

systems using ICT is underway by many researchers, 

companies and universities in various places. [8]  

Similar representative existing technologies include 

"Earthquake disaster recovery support system" provided by 

Microsoft [9] and “information center victim support 

system" provided for free by Nishinomiya city [10]. These 

systems collect information such as the number of victims, 

the proportion of men and women, safety information, etc. 

On the other hand, these systems are not designed to pick up 

and manage the needs information of persons requiring 

special care (patients with allergic diseases or intractable 

diseases, disabled people, elderly people who need nursing 

care, pregnant women, etc.) within the refuge. In addition, 

these systems have the problem that they cannot detect and 

manage victims who have become ill due to a long-term 

refuge life. 

Therefore, the problems of the various disaster victim 

supporting systems are as follows. 

① The existing disaster victim support systems cannot

operate when there is a power and communication

infrastructure disruption immediately after the disaster

occurs.

② The existing systems cannot adequately collect the

needs of persons requiring special care.

③ It is difficult to manage the presence of victims among

multiple refuges.

④ The QoL of the victims declines in refuge life.

⑤ It is impossible to centrally monitor damage situation

of each refuge and relief needs in real time

immediately after the disaster.

The VIMS proposed in this paper aims to solve problems 

① to ③.

3 VICTIMS INFORMATION 

MANAGEMENT SYSTEM (VIMS) 

3.1 Outline of VIMS 

In refuge support, the measures to be taken in refuges 

change with the passage of time from the occurrence of the 

disaster. For example, even if the power and communication 

infrastructure are cut off immediately, it is necessary to 

quickly grasp the situation of the victims in the refuges and 

inform external organizations of the situation after the 

occurrence of a disaster. On the other hand, there are many 

victims who are forced to live in refuges even after the 

restoration of infrastructure is completed and a long time has 

passed since the disaster occurred. For such victims, refuge 

managers need to manage their health status and prevent 

infections, economy class syndrome and so on. Furthermore, 

it is also necessary to grasp the damage situation regarding 

the collapse of the houses owned by the victims with the 

passage of time. 
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Therefore, in this research, as shown in Fig. 1, research 

and development are being carried out in the following four 

phases aiming for the realization of the final goal, VIMS. 

We assume that Phase 1 of VIMS will collect victim 

information, send it to Disaster Countermeasures 

Headquarters, and manage   it in shelters immediately after a 

disaster occurs. We suppose in Phase 2, there are determined 

the transported destination and refuge spaces of the victims 

appropriately from the disaster situation and medical 

condition of them. We assume that in Phase 3 we will 

manage the health status of victims in long-term refuge life 

in real time. In Phase 4, we will devise a system that is able 

to monitor centrally the disaster situation and relief needs in 

a large area refuge. The main feature of VIMS is the support 

and management of victims in single system, from the 

immediately after a disaster occurs to the long-term shelter 

life. This feature is not found in the existing technology, so 

it can be said to be a great strength of this research. 

Specifically, we will develop the Refuge Management 

System (RMS) corresponding to Phase 1 to Phase 2 shown 

in Fig. 2 and aim to install the proposed RMS at evacuation 

sites all over the country. The final goal is to realize a 

system that visualizes the disaster situation of refuges 

nationwide and the relief needs information of the victims 

by listing the victim information collected by the RMS as a 

cloud server by wireless communication etc. and mapping it 

with map information. In this paper, we describe the 

research results of Phase 1 and Phase 2 of this research 

project and the overall concept of the information 

management system of the victims in the refuge. 

Interface

Visualization of 
the disaster situation

Disaster Countermeasures
Headquarters

To Request

BBB Refuge

Cloud Server

AAA Refuge

CCC Refuge

Phase 4

Phase 1, 2, 3

Fig. 1 Outline diagram of VIMS 

Fig. 2 Phased timeline 

4 REFUGE MANAGEMENT SYSTEM 

(RMS) DEVELOPMENT 

CORRESPONDING TO PHASE 1 

 Chapter 4 describes the design concept and system 

development for the RMS corresponding to Phase 1 of the 

VIMS research and development. 

4.1 Concept of RMS for phase 1 

We designed RMS with the following concept. 

I. The system user

The administrator of the RMS is preferably a civil

servant etc. Because, the administrator deals with

victim information.

II. Collection and management of victim information

 We assume that the installation site of the RMS 

has a capacity of about 1000 individuals per refuge, 

such as schools and community centers. 

III. Power supply of RMS

Lead battery units charged with electric current

generated by solar panels are used as the power

source of the RMS. this makes the RMS available

even when the infrastructure is not working.

IV. Data collection content

The contents of data to be collected shall be the

name, address, gender, age, nationality, emergency

contact information, damage situation, and stockpile

status of evacuation supplies, items requiring long-

term care (pregnancy, chronic illness, and allergy).

These items of information concerning the necessary

nursing care were added to the questionnaire

because they were actually used at the refuges of the

Tohoku Earthquake. Additional items to be entered

include a User Identifier (UID) to identify the victim

and a questionnaire to confirm the health condition.

These information is input by victims themselves or

staff members who support refugees.

V. Identification for victims

As a method to identify each victim, we use the 

UID of NFC (Near Field Communication) or RF-ID 

information with a full color LED wristband 

distributed in the refuge. By using these data to 

manage entry and exit in the refuge, we can grasp 

the situation of the victim's presence in the refuge 

and track transfer of other victims to other refuges. 

VI. How to send victim information

We consider two patterns of transmission methods 

for victim information when the communication 

infrastructure is not working. The first method is to 

connect a wireless unit (simple type radio, amateur 

radio) to the RMS. By this method, we can send 

information to the national disaster response 

headquarters using character data in JSON format or 

CSV format through any communication protocol.  

Another way is to save it in a USB flash memory 

and take it out. After the infrastructure is restored, 

the system can acquire the victim information 

through the Internet. 
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VII. Communication method between RMS and various

information terminals

  When inputting victim information, Wi-Fi is used 

for the communication between the information 

terminal such as a smartphone and the RMS. If the 

number of connections with information terminals is 

insufficient, we can increase the number of repeater 

devices. 

4.2 Refuge Management System 

In R & D for Phase 1, we prepared an outline design of 

the refuge management system. The outline is shown in Fig. 

3. A commercially available microcomputer board

Raspberry Pi Model B (RPI) was used for RMS hardware.

We installed an embedded Linux OS (Raspbian) on this

hardware and designed a system that can launch Graphical

User Interface (GUI) applications. The reason for adopting

embedded Linux on hardware is to save power of the RMS

itself. The power consumption of an ordinary notebook PC

is about 40 ~ 50 [W], which can be reduced to about 1/10 by

using RPI. In addition, with regard to the information input

of evacuees described in Design Concept Ⅳ, it is necessary

to allow for the input of refugee’s information from a web

browser on a smartphone or mobile phone owned by the

victims. Therefore, we constructed a web server using

apache2 and developed a PHP application for a disaster

victim information input screen. As shown in Fig. 3, the

refugee’s information registration application was developed

using a server-side application that does not depend on the

client environment so that victim's information can be input

from the WWW browser installed on the client side.

 Victims are requested to input personal information such 

as the name, address, gender, and age using the input screen 

shown in Fig. 4. In addition, we have added selective 

buttons asking whether or not the respondent is a pregnant 

woman, a person with a disability, or requires nursing care, 

etc., as well as check boxes to input food allergy determined 

by law. (Wheat, egg, milk, buckwheat, shrimp, crab, peanut, 

etc.) [14] In consideration of a more detailed description and 

answer which doesn't correspond to any items, we have also 

provided a text box for free description. By summarizing 

such information, it is possible to create a victims roster 

including the relief needs within the RMS. Based on the 

above, we will realize a system that picks up the relief needs 

of the affected people, including those with special needs, 

and will eventually solve Problem ② in Chapter 2. 

Fig. 3 RMS corresponding to Phase 1 

Fig. 4 RMS prototype 

By the way, the system of Phase 1 assumes operation at 

an actual refuge. Therefore, the system must be able to 

operate even when the power infrastructure is not working. 

Therefore, we will develop a battery unit with a solar panel 

and a lead storage battery as the power supply of the RMS, 

and use two or more such battery units to operate the system. 

The operation method is described in the next section. 

In addition, we developed a method for managing the 

evacuation using the RMS in preparation for the case where 

victims irregularly enter or exit from the refuge. We 

conceived the idea of using NFC cards which the victims 

usually carry with them. Entering and exiting of refuges for 

victims is done by holding the NFC card over the NFC card 

reader. By associating the UID of NFC with the already 

registered victim information in the RMS, it is possible to 

quickly manage the entry and exit of each victim. 

The refugee’s roster created by the RMS is organized as an 

electronic file, and can be saved in a CSV format and a 

JSON format on an electronic medium such as a USB flash 

memory. As a result, the data list of evacuees can be taken 

out to external facilities such as the disaster response 

headquarters. In addition, amateur radios and simplified 

radios which are available for the communication even 

during a large-scale disaster can be connected to the RMS 

with a serial cable to send a relief request to the disaster 

response headquarters. 

4.3 RMS PROTOTYPE TO PHASE 1 

Fig. 4 shows an outline of the proposed RMS prototype 

system. The RMS consists of an RMS server, a battery unit, 

an NFC reader panel, and a wireless communication device. 

The main power of the RMS server is supplied from the 

battery unit. By connecting this unit to a solar panel, the 

generated electricity can be stored in the lead battery. The 

lead battery unit is made of an attachment case containing a 

lead storage battery and a thin solar panel, making it easy to 

carry. The battery unit requires a minimum charging time of 

5 hours under fine weather condition. In order to operate the 

RMS power supply in the long term, we developed two lead 

battery units which should be used alternately. By 

alternately performing these operations, we enabled the 

RMS to operate for a long time.  We actually operated the 

system using this method for a week. As a result, there was 

no problem with the RMS MCU. Also, we confirmed that 

the operating time can be extended without shutting down 

the system power. 

49

International Workshop on Informatics ( IWIN 2019 )



This will allow the RMS to operate even when the power 

and communication infrastructure are disrupted, and we 

believe that we can solve Problem ① in Chapter 2. 

5 RMS DEVELOPMENT 

CORRESPONDING TO PHASE 2 

 Chapter 5 describes the contents of the RMS development 

corresponding to Phase 2 of the VIMS research and 

development. Specifically, we developed a system to 

perform color coding according to the physical and mental 

condition of the affected people, including persons requiring 

special care. In addition, we will explain the method to 

guide victims to appropriate living spaces in the refuge 

based on judgment from their physical conditions. 

5.1 Triage for persons requiring special 

care 

As prior research corresponding to phase 2 of this paper, 

M. Ohara et al. proposed "Triage for persons requiring

special care"[11]. Table 1 shows the criteria of triage for

persons requiring special care proposed by Ms. Ohara. The

table provides decision criteria for the leader of the residents

to decide the room allotment for persons requiring special

care when entering the evacuation refuge and the priority of

transfer to the welfare evacuation refuge. It is different from

the Simple Triage and Rapid Treatment method. The

proposed triage method uses four colors: orange, pink,

purple and blue. Because of this, the colors do not mix, so

the two triage methods can be used simultaneously.

5.2 Problem of the proposed triage and 

solution 

This time, we considered an RMS that incorporated the 

"triage method for persons requiring special care " proposed 

by Ms. Ohara. In small-scale refuges, medical staff may not 

be present. Even under such circumstances, we consider it is 

necessary to use the proposed triage to make classification 

decisions according to the condition of the affected person 

smoothly. So, we have devised a system that will determine 

color classification automatically to some extent even 

without medical staff, by having the victims respond directly 

to an electronic questionnaire. Furthermore, it is necessary 

to consider the privacy protection by the burden on mental 

and psychological stress by coloring the victims. Therefore, 

we designed a wristband for PRSC triage with a full color 

light emitting LED so that the division color of the triage 

could be known. By having this for all the victims, it is 

possible to identify the target person by lighting the LED 

only when necessary. As similar electronic triage devices is 

being conducted currently at various companies and 

universities in emergency medical care [12] [13]. On the 

other hand, the “wristband devices for persons requiring 

special care triage” we propose is intended for the need-

minded person at a shelter where medium to long time has 

passed since the occurrence of the disaster. Therefore, the 

application is different from conventional electronic triage 

equipment. 

Table 1  Criteria and classification of triage 

for persons requiring special care [11] 

In particular, our wristband devices has a power switch 

and victims can turn on the LED for it at any timing. In 

other words, when not using the system, turning off the 

system protects the evacuees' privacy. In addition, by using 

this wristband type device, it is possible to instantly identify 

the victims by the emission color of the LED even in a small 

space. Therefore, refuge staff can quickly guide the 

evacuees to the appropriate evacuation space. In addition, it 

is necessary to consider victims who become sick during the 

life in the refuge after a large-scale disaster. Therefore, we 

thought that a system that could check the health status of 

victims in real time was necessary. 

Therefore, in the phase-2 system of this proposal, we have 

devised a system of additional functions combining the 

"triage of users requiring consideration" proposed by Mr. 

Ohara with the RMS of phase 1 and the full color LED light 

emission wristband described above.  

5.3 Operation of VMT 

The method proposed by Ms. Ohara is a two-step 

classification method including the "primary triage" to judge 

by appearance, followed by the "secondary triage" based on 

the decision of medical staff [14]. On the other hand, the 

triage we propose is a three-stage system, which we call the 

Victims Management Triage (VMT). Fig. 5 shows the VMT 

system. Section 5.3 describes how to use the VMT. 

Fig. 5 shows the management method in the refuge using 

the VMT. This system should be used at least three times to 

perform three types of triages which we call “First Triage”, 

“Second Triage”, and “Third Triage”. "First Triage" is an 

initial classification by refuge administrators and staff. 

"Second triage" is done by the evacuees themselves by 

entering the questionnaire. After that, the method of making 

a judgment based on medical examination by a doctor etc. is 

called "Third Triage". We describe the method of each 

triage below.In the first triage, the refuge manager and staff 

will determine the triage classification from the appearance 

for all victims entering. At this time, the staff will distribute 

color 

classification 
Class Decision Criteria Area 

1 

(Orange) 

Person who 

needs urgent 

treatment 

Injuries with bleeding 
Fever, Diarrhea, 

Nausea, Vomiting,  

Dialysis patient ， 

Oxygen suction patient 

Hospital 

2 

(Pink) 

Person who 
needs full 

assistance in 

daily life

Person who can't eat,  
walk or excrete 

independently 

Bedridden person 

Welfare 

center 

3 
( Purple) 

Person who 

needs some 
assistance in 

daily life 

Pregnant women 

Infants under 3 years 

of age 
Half paralyzed person 

People with 

intellectual disabilities 

Wheelchair user 

Small room 
(classroom 

etc.) 

4 

(Blue) 

People who 
can act 

without 
problems 

Person who can walk 

independently 
Large room 
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wristband devices for VMT to all victims. The reason for 

judging the status of evacuees only by appearance in the 

first triage, is to prevent congestion at the entrance and 

reception of the refuge. 

After several hours from the start-up and looking at the 

people inside the refuge, the second triage is performed at an 

arbitrary timing. In the second triage, victims can enter 

mental and physical information by selecting the item of the 

e-questionnaire table from the RMS registration application

shown in Fig. 6. Concretely, they register their personal

information (name, address, disaster situation etc.) in the

RMS, and at the same time, make an inquiry by self-report

which inputs the health condition such as the presence or

absence of injury or disease.

The third triage is to re-determine the classification from 

the information obtained by the second triage and from the 

consultation of victims by a patrol doctor and medical staff. 

Because the conditions of all victims change with the long-

term life in the refuge, the e-questionnaire table can always 

be changed by the victims themselves, and the color of the 

triage can be instantly updated according to the condition of 

the person requiring consideration or the judgment of the 

traveling doctor.  

Fig. 5 Victims Management Triage 

Fig. 6 Screen of Medical questionnaire 

At this time, the refuge administer can easily find the 

person who corresponded to the 4 triage colors by turning 

on the switch of their wristbands. As a result, the staff will 

be able to quickly guide the victims to the appropriate 

evacuation space. On the other hand, when the transport 

destination such as a hospital or a welfare facility is not 

ready, the victim turns off the light of the wristband devices 

for VMT and stands by at a waiting place or the like until 

the preparation is completed. 

5.4 e-questionnaire table from the RMS

Fig. 86 shows the registration screen of the electronic 

questionnaire. By answering this electronic questionnaire, 

the RMS automatically performs the VMT. Table 2 shows 

triage classification criteria for the answers of the electronic 

questionnaire. 

As a specific criterion for the triage from e-medical 

questionnaire, the e-medical questionnaire form has four 

question items: "MQ 1: health information", "MQ 2: 

presence / absence of assistance in daily behavior", "MQ 3: 

prepartum / postpartum women", and "MQ 4: existing 

medical treatment (such as a chronic illness) ". We will 

explain each check item in detail. In MQ 1, the respondent is 

asked to select any symptom that applies to him/her from 

the seven items of fever, headache, abdominal pain 

(diarrhea), nausea, dizziness, cough (sputum), and runny 

nose. MQ 2 is a question about whether the respondent 

requires assistance in any of the three items of walking, 

meals, and excretion. The answer is selected from three 

options: "no problem", "some actions require assistances", 

and "inoperable without assistance". MQ 3 is an item that 

asks whether or not the respondent is pregnant or has any 

infant, and if applicable, whether the pregnancy period has 

exceeded nine months. MQ 4 is an item that asks whether a 

medical treatment such as dialysis and medication is 

necessary, and whether the treatment is necessary within 3 

days. Also, in consideration of detailed descriptions and 

answers that do not correspond to any items, a text box for 

free description is provided. The RMS automatically 

determines the color of the division into the triage based on 

the criteria of Table 2 from the answer result of this e-

examination table. It is thought that this will solve Problem 

③ " The QoL of the victims declines in refuge life "

mentioned in Chapter 2.

5.5 Prototype system of VMT 

An outline of the VMT prototype proposed in this paper 

is shown in Fig. 7. The VMT is a system that adds the 

proposed VMT operation functions and the LED wristband 

to the RMS of Phase 1. In order to identify the color-coded 

persons, the manager distributes a full-color LED light-

emitting wristband to all evacuees. Evacuees will be able to 

guide the evacuation site smoothly by emitting LEDs as 

needed. 

The LED wristband used an AT mega328P for the 

wristband Micro Control Unit (MCU) and was developed in 

Arduino-like C language. The IEEE 802.15.4 standard was 

used for communication with the RMS main unit. The 
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reason for using this standard is that it can connect with 

many nodes (theoretically about 40,000 or more) compared 

to the Wi-Fi standard. The RMS acts as a coordinator, and 

the wristband acts as a device. 

Fig. 8 shows the communication procedure between the 

RMS and the LED wristband. We designed the RMS to 

transmit a request command to the LED wristband so that 

the emission color of the LED can be changed as needed. 

We defined the command length of this system as 10-byte 

character data. The 10-byte character data includes 7 bytes 

as the device number, 1 byte as the color code, and the 

remaining 2 bytes as the delimiter (combination of CR and 

LF). The device number is the unique ID of the LED 

wristband and is treated as hexadecimal characters. The 

color code is O, P, M, or B in order from class 1 to class 4 

for VMT in Table 2, and the system lights the LED in the 

color corresponding to the input code. Fig. 12 shows a 

wireless communication system between the RMS main unit 

and the full-color LED light-emitting wristband. Wireless 

communication between devices is performed by the RMS 

main unit acting as the coordinator and the LED wristband 

acting as the end device. Also, if data on the wristband is 

difficult to reach, the refuge manager can use a router device 

for relaying.  This enables the system to communicate with 

all victims. 

6 QUESTIONNAIRE EVALUATION OF 

VIMS 

At Kanagawa Institute of Technology Academy Festival 

and open campus, we conducted a questionnaire evaluation 

of the prototype system for the RMS which is the solution 

method of Phase 1, and the VMT which is the solution 

method of Phase 2. Chapter 6 describes the contents and 

results of the questionnaire evaluation regarding them. 

6.1 Questionnaire Evaluation on Phase 1 

Prototype 

As a survey method, we introduced the RMS prototype 

and the outline of this research after distributing the 

questionnaire form. Questions in the Phase 1 prototype 

(RMS) correspond to questions Q1.1 to Q1.3 shown in Table 

3. The questionnaire target was 38 individuals who visited

the RMS exhibits. In this questionnaire, Question 1.1 (Q1.1)

and Question 1.2 (Q1.2) are four choices. Also, we asked

the respondents to describe and answer Question 1.3 (Q1.3)

arbitrarily. For the results for Q1.1 and Q1.2, the number of

answers to the question is treated as a score, and the result of

them is shown as a column graph with each average score

(the full score is 4.00 points) in Fig. 13.

In Q1.1 "Do you understand the outline of RMS?” 29 

answered “Very good” and 8 answered “Good”. It was 

found that 97% of the visitors understood the system. Also, 

the average score for this question was 3.74 points. 

In addition, for Q1.2, “Do you feel like using this system 

when a large-scale disaster occurs?”, 21 visitors responded 

“Very good”, and 9 responded “Good”. On the other hand, it 

was thought that about 20% of the visitors could not decide 

to use this system because there were 7 non-responders. We 

asked the reason for one visitor who answered "Poor" in this 

question. As a result, he said “Because RMS and battery 

unit are a bit heavy.” 

Table 2  Classification colors for VMT 

 and handling method 

Fig. 7 RMS for Phase 2 

Fig. 8 Communication procedure between 

 RMS and LED wristband 

Medical Questionnaire 
Class  

(Color) 

 MQ1:  Two or more items selected from fever, headache, 

abdominal pain (diarrhea), and nausea.

 MQ1:   A total of four or more items selected
 MQ4: “Treatment required within 3 days” selected

1 

(orange) 

 MQ2: “Inoperable without assistance” selected for two or 
more items

2  
(pink) 

 MQ1:  One, two or three items selected from the 7 items

 MQ2: “Some actions require assistances” selected for two or 

more items (Accepting up to one caregiver)

 MQ3: Pregnant woman (9 months ~) or a family with an
infant 

 MQ4: “No treatment required within 3 days” selected
 The person who should move to a private room according to 

judgment by the administrator based on the contents of the 

description column

3  
(purple) 

 MQ3: Pregnant woman (~8 months) 

 Person who can stay in a large room according to decision 

by the administrator or medical staff based on the content of 
description 

4 (blue) 
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Table 3 Questionnaire questions on Phase 1 prototypes 

Furthermore, the following answers were obtained in 

response to the question Q1.3 “Please let me know if you 

have any feelings, opinions or requests about the refugee 

management system”. 

 Pet information should also be included in the

RMS.

 It is better to reflect facial pictures on the RMS.

 The system should also be available at a time other

than when a disaster occurs.

6.2 Questionnaire Evaluation on Phase 2 

Prototype 

Questions in the Phase 2 prototype (VMT) correspond to 

questions Q2.1 to Q2.4 shown in Table 3. The questionnaire 

target was 20 individuals who visited the RMS exhibits. The 

answering method was to distribute the questionnaires 

asking questions Q2.1 to Q2.4 and to have the visitors fill in 

the questionnaire after the demonstration, as in the method 

described in the previous section. Questions 2.1 (Q2.1) to 

2.3 (Q2.3) are five choices. Also, we asked the respondents 

to describe and answer Question 2.4 (Q2.4) arbitrarily. For 

the results, the number of answers to the question is treated 

as a score, and the result of them is shown as a column 

graph with each average score (the full score is 5.00 points) 

in Fig. 14(Q2.1&Q2.2) and shown as a pie chart Fig. 

15(Q2.3). 

As for the medical questionnaire, 10 visitors responded 

“Very good”, 6 visitors responded “Good”, 2 visitors 

responded “Neither”, and 2 visitors responded “Poor” about 

Q2.1 "Was it easy to input evacuation information and fill in 

e-medical questionnaire form on the RMS?". Also, the

average score for Q2.1 was 4.20 points.

Next, about Q2.2 "Do you think that VMT is necessary 

after listening to the explanation of the electronic triage for 

persons requiring special care?”, 14 visitors responded 

“Very good”, 6 visitors responded “Good”. There was no 

one who answered "Neither", "Poor" and "Very poor". Also, 

the average score for Q2.2 was 4.70 points. 

On the other hand, about 50% of the respondents 

answered “appropriate” to Q2.3 "Do you think the quantity 

of items of the VMT evacuation information and e-medical 

questionnaire form is appropriate?” The remaining 50% 

answered "too much" or "much".  

As for Q2.4 “What other kinds of people do you think 

need consideration other than the consideration items listed 

in "Decision Criteria" in Table 1 (of this paper, section 5.1)”, 

there was an opinion that “children unattended by their 

parents also need consideration”. 

Fig. 13 Results of Questionnaire (Q1.1 & Q1.2) 

Fig. 14 Results of Questionnaire (Q2.1 & Q2.2) 

Contents 

Q1.1 

Did you understand the outline of RMS? 

4：Good 

3：Neither 

2：Poor 

1：Very poor 

Q1.2 

Do you feel like using this system when a large-scale 
disaster occurs? 

4：Good 

3：Neither 

2：Poor 

1：Very poor 

Q1.3 
Please tell us about opinions and requests about 
RMS.( descriptive expression) 

Q2.1 

Was it easy to input evacuation information and fill in e-

medical questionnaire form on the RMS? 

5：Very good 

4：Good 

3：Neither 

2：Poor 

1：Very poor 

Q2.2 

Do you think that VMT is necessary after listening to the 
explanation of the electronic triage for persons requiring 

special care? 

5：Very good 

4：Good 

3：Neither 

2：Poor 

1：Very poor 

Q2.3 

Do you think the quantity of items in the VMT evacuation 

information and e-medical questionnaire form is 
appropriate? 

 Too much 
 Much 

 Appropriate 

 Less
 Too less

Q2.4 
What other kinds of people do you think need consideration 
other than the consideration items listed in "Decision 

Criteria" in Table 1 (of this paper)? 
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Fig. 15 Results of Questionnaire (Q2.3) 

6.3 Conclusion of questionnaire evaluation 

As a result of conducting the questionnaire about the 

prototype system of Phase 1 and Phase 2, it is thought that 

many people highly appreciated the significance of the 

proposed VIMS system. Also, the average score was high in 

both Phase 1 and Phase 2. Above all, in the questionnaire on 

VMT in Phase 2, it was found that 100% of people 

understood the necessity of this research. On the other hand, 

as there were also suggestions regarding this system, we 

also felt that it is necessary to study and improve it. 

7 CONCLUSION 

This paper described the realization of the Victims 

Information Management System (VIMS), which centrally 

manages the disaster situation and the relief needs 

(including the need for relief for persons requiring special 

care) in refuge areas around the country. Since this VIMS is 

a large-scale system, we are conducting research in four 

phases, and promoting development toward the final goal of 

realizing the VIMS. Therefore, in this paper, we described 

in detail Phases 1 and 2 completed as prototype 

development. 

In Chapter 4, we proposed an RMS corresponding to 

Phase 1, and a method for collecting and sending the relief 

needs in conjunction with a solar charging unit. We also 

proposed a system to manage entry and exit in refuges using 

UID management owned by the victims. 

We proposed VMT for Phase 2 in Chapter 5. Specifically, 

we have proposed a system that mechanically determines 

the health status of victims from electronic questionnaires, 

and selects and guides the victims to evacuation spaces 

according to the patients' status.  

In addition, a questionnaire survey on the prototype 

development of Phase 1 and Phase 2 of the VIMS research 

and development confirmed the effectiveness of this 

proposed system because many people answered that this 

proposed system is necessary. 

Therefore, it is thought that Problems ① to ③ of the 

existing victim support systems mentioned in Chapter 2 can 

be solved by the contents of Phase 1 and Phase 2.  

In the future, through Phase 3 and Phase 4, we plan to 

solve the issues ④  and ⑤  of the existing victims 

management system listed in Chapter 1. 
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Data Gathring Method of all Sensor Nodes in the Shortest 
Time for LPWA System 
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Abstract— LPWA is mainly used to gather sensor data. Sensor 
data is usually gathered at fixed times, such as 0 minutes or 30 
minutes and the data is transmit to the gateway at the same time. 
This is due to the characteristics of human beings. Because 
people tend to prefer regular times. Therefore, in LPWA, a lot 
of data is transmitted at the same time, causing a collision and 
causing a problem that data can’t be acquired correctly. This is 
an LPWA-specific problem that differs from a random call at 
an unspecified time, such as a mobile phone. This problem is 
difficult to solve with LPWA, which is used by an unspecified 
number of users like sigfox. However, in a local network limited 
to specific applications, it is possible to improve by devising 
multi-hopping routing.  To solve this problem, an algorithm that 
the gathering data in the shortest time is proposed to fully 
extract the capacity of the network and the provide data at the 
time desired by the users. In this paper, we give an example of 
field server for rice field and propose an algorithm to gather 
data in a short time. This method is effective for low power 
consumption. The comparison results with a conventional 
method using a simulation demonstrate that the proposed 
method can collect all of the data in the shortest amount of time. 
Moreover, it was confirmed that the power consumption is also 
lower than the conventional method. Furthermore, it was 
confirmed that the rate of increase in time necessary for the 
parent node to collect data, due to the increase in the number of 
sensor nodes, is lower than that of the other methods.  

Keywords - LoRa, Rice field, Data gathering 

I. INTRODUCTION

In the LPWA network, the time is often overlapped for the 
gathering sensor data and for sending them to the gateway. As 
a result, the user may not be able to confirm the data at a 
desired time. This is due to the characteristics of human beings. 
This problem is difficult to solve with LPWA, which is used 
by an unspecified number of users like sigfox. Sigfox has a 
single carrier system in each country, and the subscriber (child 
node) transmits data directly to the base station (parent node). 
Figure 1 show the routing method of sigfox. There is no 
coordination among the child nodes. That is, the sensor data is 
directly transmitted to the parent node at a time when the child 
node likes. This is the same as the mobile phone format. The 
difference from mobile phones is that much of the data is 
sensor data, and in many cases data is transmitted at a 
predetermined time. This is due to human characteristics, and 
sensor data is acquired at a fixed time, and there is a tendency 
to check at the fixed time. Therefore, transmissions are not 
distributed as in mobile phones, but the sensor are transmitted 

at the same time. Thus, a collision occurs and the data can’t be 
observed at the desired time. 

Figure 1.  Routing method of sigfox 

However, in a local network limited to specific 
applications, it is possible to improve by devising multi-
hopping routing. For example, with Private LoRa, multi-hop 
is allowed, and you can freely set routing. To solve this 
problem, an algorithm that the gathering data in the shortest 
time is proposed to fully extract the capacity of the network 
and the provide data at the time desired by the users[1-3].  

A chain-based protocol, Power Efficient Gathering in 
Sensor Information Systems (PEGASIS), has been proposed 
[4]. The child nodes are connected only to the closest chils 
node and are chained. Data is sent along the chain to the chain 
head (the last child machine of the chain) and from the chain 
head to the parent node. The chain head is randomly selected 
and has a duty to transmit data to the parent node. The time 
required to gather data for PEGASIS is long. 

EPEGASIS [5] has been proposed as a method to solve the 
PEGASIS problem. The child nodes are broken down into 
clusters at a distance from the parent node, and a chain is 
created in each cluster in the same way as PEGASIS. Each 
cluster sends data to the chain head along the chain. When data 
gathers in the chain head in each cluster, the chain head 
transfers data to the parent node. Therefore, the time required 
for data collection can be reduced compared to PEGASIS. 

CHIRON[6] has been proposed as a method for achieving 
further improvement. It is characterized by using Beam Star 
technology [7] to divide into smaller cluster areas than 
EPRGASIS. In each cluster, build a chain. Initially, the data 
for each cluster is collected by the chain head in the same way 
as PEGASIS. Next, a chain between chain heads is created in 
order from the chain head farthest from the parent node, along 
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which data is sent to the parent node. CHIRON can shorten 
the time required for data collection in each chain by 
shortening the chain length, but has the problem that the time 
required for gathering data in each area to the parent node 
increases.  

In this paper, we give an example of field server for rice 
field and propose an algorithm to gather data in a short time 
with low power consumption. The proposed algorithm 
improve the gathering time problem. The results of a 
comparison with the conventional method using a simulation 
to demonstrate that the proposed method can collect all of the 
data in the shortest amount of time. Moreover, it was 
confirmed that the power consumption is also lower than the 
conventional method. Furthermore, it was confirmed that the 
rate of increase in time is necessary for the parent node to 
collect data due to the increase in the number of sensor nodes 
is lower than that of the other methods. 

 

II. SENSOR WIRELESS NETWORK FOR RICE FIELD  
In Japan, the average age of farmers has been on an 

upward trend, recently [8]. To reduce the burden on farmers, 
a rice cultivation field management system using a field server 
has been studied [9]. There are some commercial tools 
available [10, 11]; however, their introduction is not 
proceeding as expected. One reason is that the introduction 
and operating cost is expensive.  
To reduce the introduction and operating cost, a system 

which uses LoRa [12] is proposed [13]. LoRa is a 
communication standard for IoT. It uses the ISM band; 
therefore, communication fees are not incurred. In addition, it 
also has features such as low power usage and a long 
transmission distance. 
Based on our experiments, LoRa had the ability to conduct 

direct communication without a repeater in a 3 km × 3 km rice 
field of a rice cultivation agricultural corporation in Ishikawa 
Prefecture [11]. In addition, since repeaters are unnecessary, 
it is possible to reduce the installation cost. Moreover, we have 
confirmed that Wi-SUN and Zig-Bee do not have the ability 
to conduct direct communication without a repeater in a 3 km 
× 3 km rice field. Therefore, LoRa can be utilized as a 
communication standard for rice fields.  
Installing a power supply is difficult in rice fields, unlike 

other fields. In addition, it is difficult to install a large-sized 
power generation device like a solar panel, as it is an obstacle 
to agricultural work, or to install wiring for a power supply 
inside the field. Therefore, the field server should operate on 
an electric battery at least during the rice cultivation period. 
Therefore, from the viewpoint of low power consumption, the 
adoption of LoRa is effective. 
In fact, the communication speed of LoRa is lower than other 

communication methods such as Wi-Fi and Bluetooth. The 
real-time nature of data verification is important in a rice field 
[14]. Therefore, the data gathering speed is the most important 
requirement. In addition, a direct method is adopted in 
LoRaWAN. For this reason, the data gathering time is slow 
and the power consumption tends to increase. 

III. SYSTEM CONFIGURATION OF RICE CULTIVATION 
MANAGEMENT SYSTEM 

In the LPWA network, the time is often overlapped for the 
gathering sensor data and for sending them to the gateway. As 
a result, the user may not be able to confirm the data at a 
desired time. To solve this problem, an algorithm that the 
gathering data in the shortest time is needed to fully extract 
the capacity of the network and the provide data at the time 
desired by the users[8-11] 

A rice cultivation management system monitors the air 
and water temperature of rice fields. Figure 2 shows the 
overall view of the rice cultivation management system. This 
system consists of a field subsystem, a home subsystem, and 
a management subsystem. The field subsystem is installed in 
the field, acquires air and water temperature data and transmits 
the acquired data to the home subsystem via a wireless 
network. The home subsystem is a system that uploads the 
data sent from the field subsystem to the management 
subsystem via the Internet. The management subsystem is a 
system that analyzes and displays the collected data and 
allows farmers to check the data accumulated on the cloud via 
the Internet. 

Figure 2.  Target rice cultivation management system 
 

In the field server subsystem, a plurality of child nodes are 
held; each child node acquires data once per hour, and 
transmits the acquired data to the home subsystem which is a 
parent node. This single process is called round one. Table 1 
shows the frame format used for transmission. The frame is 
composed of a transmission destination, a transmission 
source, and a payload. Table 2 shows the sensor data 
transmission format stored in the payload of Table 1. In 
addition, the parent node can communicate with at most one 
child node at the same time, and the child node can 
communicate with at most one child node or parent node. In 
a single process, the power is turned off after system startup 
and after data acquisition, acquisition of a data transmission, 
and transmission are completed. The time required for this 
series of processes is defined as one round of operation time. 
This operation time is the time required to gather data to the 
parent node. In each child node, the data merging processing 
is performed as necessary. By this merging process, it is 
possible to shorten the time required for transmission. 
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Synchronization between the parent node and child nodes 
is carried out by using the current time transmitted 
according to the transmission request sent from the parent 
node [13]. When the child node receives the current time, 
the time is updated to the current time. 

TABLE I.  FRAME FORMAT (BYTE LENGTH) 

Destination Sender Payload 

1 1 variable 

TABLE II.  PAYLOAD FOR SENSOR DATA (BYTE LENGTH) 

Child 

ID 

Sensor 

data 

1 

Sensor 

data 

2 

Sensor 

data 

3 

Sensor 

data 

4 

sensor 

data 

5 

2 2 2 2 2 2 

IV. LOW DELAY DATA GATHERING ALGORITHM

The direct method is adopted in LoRaWAN. However, 
since this method has a long data-gathering-time problem, in 
this paper we propose a method that has a low power 
consumption and a short data-gathering time. The data 
collection algorithm is shown below. 

① Turn on the power of each child node and start them up.
② Send a transmission request by broadcasting from the

parent node to the child nodes. 
③ The child nodes measure the sensor data.
④ The child node closest to the parent node transmits the

data to the master unit. The remaining child nodes establish 
connection with each other with the shortest distance and 
transmit the data from the remote child node to the pair child 
nodes. 

⑤ Turn off the power of the child nodes that have
completed transmitting the data. 

⑥ Repeat the process of ④ , ⑤  until all child nodes
transmit data and their power has been switched off . 

The number of steps T required for data gathering can be 
expressed by the following equation, where n is the number of 
nodes: 

T ൌ ⌈𝑙𝑜𝑔ଶn⌉ (1) 

V. TRANSMISSION NETWORK GRAPH

We describe the procedure for creating a transfer network 
graph. A transmission network graph is a graph that describes 
the order, direction, and transmission timing of data 
transmission between a child node and a child node, or 
between a parent node and a child node. Data collection is 
performed according to this graph. The transfer network is 
defined by the effective graph G = (V, E). V is a set of the 
parent node and the child nodes. E is a set of edge, and edges 
e = {i, j} indicate that data is transmitted from node i to node 

j. 𝐸௠ is set of edges which  data is sent in m steps.
Here, in order to simplify the following discussion, the

symbols are defined as follows. 

V: {N1, N2} node set 
N1: set of parent node 
N2: set of child nodes 
𝑛௜: parent node 
𝑛௝: child node j where j=1, 2, 3, ... 
l: the number of parent node 
m: the number of child node 
e={𝑛௝, 𝑛௜}:transmission from 𝑛௜ to node  𝑛௝ 
𝐸௠: set of edges in the step m 
E={𝐸ଵ , 𝐸ଶ, … }: set of edges 
F: set of transmission completion nodes 
E: set of un-transmission completion nodes 
Nearest(j, G): The node with the closest Euclidean distance to 
node j in node set G for which transmission has not been 
completed 
Farthest(j, G): The node with the farthest Euclidean distance 
to node j in node set G for which transmission has not been 
completed 
t: step number 
k: tradeoff variable of processing completion time and 
power consumption 

The transfer network graph creation flow is shown below. 

Procedure Routing(V， E) 
1: F={n_0}; 
2: G=N2; 
3: t=0； 
4: k=4; /* Processing time and power trade-off factor*/ 
5: While( There are k or more nodes belonging to G) { 

6:  /* Transmission to the parent node*/ 
7:  t=t+1; 
8:  i= Nearest(n_0, G);
9:       /* Find the nearest child node to the parent.  */ 
10: Create branch {𝑛଴, 𝑛௜} and put in set E_t representing 
processing at t time step 
11: Delete node i from un-transmit set G. 
12: Put the node i in the transmission complete set F. 

13: /* Data transmission between child nodes */ 
14: H=G; 
15: While(There is a node that belongs to H) { 
16: j=Farthest(n_0，H);  
17: Delate j from H.  
18: i=Nearest(j，T). 
19: Delate i from H. 
20: Generate edges {i, j} and put them in the set E_t 
representing the processing at t time steps 
21:   Delete node j from un-transmit set G. 
22：  Put the node j in the transmission complete set F． 
23:  } 
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24:} 
25: While(There is a node that belongs to G) { 
26:  /* Transmission to the parent node */ 
27:  t=t+1; 
28:  i= Nearest(n_0, G);    
29:    /* Find the closest child node to the parent node. */ 
30: Generate edges {𝑛௜, j} and put them in the set E_t 
representing the processing at t time steps. 
31:  Delete node j from un-transmit set G. 
32: Put the node j in the transmission complete set F． 
33:} 

 
The movement of the flow is explained using the example 

of one parent node and 11 child nodes shown in Fig. 2. In the 
first step, the child nodes 5 nearest to the parent node is 
selected, and an edge representing transmission to the parent 
node is made. Next, the child node 11 which is farthest from 
the parent node is selected, and an edge from the child node 
11 to the child node 7 is made. Similarly, an edge from child 
node 3 to child node 2, an edge from child node 10 to child 
node 9, an edge from child node 8 to child node 6, an edge 
from child node 1 to child node 4 are created, and the first 
step is complete. 

In the second step, as in the first step, an edge from the 
parent node to the nearest child node 9 to the parent node is 
created, an edge from the child node 7 to the child node 6, an 
edge from the child node 2 to the child node 4 is created. In 
the third step, an edge from the child node 4 to the parent 
node, and in the fourth step, an edge from the child node 6 to 
the parent node are created. 

 

 
Figure 3.  Operation example of one round 
 
Next, the data gathering procedure will be described. Data 

is gathered to the parent node according to the tree structure 
of the graph created in the transfer network graph creation 
flow. Here, the operation is explained using the example in 
Figure 3. 

In the first step, transmission corresponding to the edges 
belonging to the branch set 𝐸ଵ representing the processing in 
the first step is performed. That is, transmissions from the 
child node 5 to the parent node, from the child node 11 to the 
child node 7, from the child node 3 to the child node 2, from 
the child node 10 to the child node 9, from the child node 8 

to the child node 6, and from the child node 1 to the child 
node 4 are performed. The child node receiving the 
transmission merges the data held by itself and the 
transmitted data, creates a frame, and prepares for the next 
transmission. In the second step, transmission corresponding 
to the edge belonging to the edge set 𝐸ଶ representing the 
processing in the second step is performed. That is, 
transmissions from the child node 9 to the parent node, from 
the child node 7 to the child node 6, and from the child node 
2 to the child node 4 are performed. The child node receiving 
the transmission merges the data held by itself and the 
transmitted data, and creates a frame. In the third step, 
transmission corresponding to the edge belonging to the 
branch set 𝐸ଷ that is transmission from the child node 4 to the 
parent node is performed. In the fourth step, transmission 
corresponding to the edge belonging to the branch set 𝐸ସ 
that is transmission from the child node 6 to the parent node 
is performed. 

 

Figure 4.  Operation example of one round 
 
Figure 4 shows a sequence diagram of data exchange 

between the parent node and child nodes. The data of each 
child nodes is merged step by step, and all data is sent to the 
parent node in the fourth step. 

The number of child nodes in operation at step T is defined 
as N (T). The number of steps required to gather data can be 
expressed by the following equation. 

 
N(T+1)=⌈(N(T)-1)/ 2⌉ 

 
Namely, T where N (T + 1) = 0 is a necessary step to 

transmit all data to the parent node. For example, in the 
example of Figure 3, 

 
N(0)=10 
N(1)=⌈(10-1)/2⌉=5 
N(2)=⌈(5-1)/2⌉=2 
N(3)=⌈(2-1)/2⌉=1 
N(4)=⌈(1-1)/2⌉=0 
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In this example, since the number of child nodes is 10, N 

(0) = 10.Then, all data can be transmit to the parent node in 4 
steps. 

 

VI. PERFORMANCE EVALUATION BY SIMULATION 
A comparison was made by simulation to check the data 

gathering time. Here, we focus on the prompt confirmation of 
the condition of the rice field required for rice cultivation. 
Therefore, we verify the data gathering time and the power 
consumption required to collect all the child node data. Being 
able to verify the data within an allowable time is an important 
item even if the number of child nodes is increased. The 
simulator was written in C language. First, the method of 
calculating the power consumption will be described. Owing 
to the fact that the parent node is always supplied with power, 
its power consumption is excluded from the scope of 
consideration and only child nodes are calculated. Each child 
node has a battery and has a capacity of 75,000 mWh. The 
child node has six modes (Table 3) according to the operating 
condition. The current consumption was set from the actual 
power consumption measurement report [13] using LoRa. The 
transmission power depends on the distance. Operation 
voltage is set at 2.5 V. The time of data merge is not 
considered because it is 1/100 or less of the time required for 
transmission and reception. Also, since the data transfer 
network is created only once at first, the influence on the 
power consumption is not considered because it is small. 

TABLE III.  SIX MODE OF CHILD NODE 

State State name Power 

consumption 

(mA/s) 

Processing 

time 

(s) 

1 Power OFF 0 - 

2 Data transmission 

mode 

53，62，69，78 3.4 

3 Data reception 

mode 

13.5 3.4 

4 System startup 

mode 

Parent 78 

Child 13.5 

3.4 

5 Sensor data 

acquisition mode 

60.0 60.0 

6 Standby mode 2.7 3.4 

 
The sensor data to be acquired is the data on temperature 

and humidity. In each round, when each child node reaches 
the activation time, the system is started and the data is 
acquired from the sensor. Next, the parent node transmits a 
data transmission request to all of the child nodes. Upon 
receiving the data transmission request, the child node 
measures the data from the sensor, and transmits the data to 
the parent node. Each child node turns off the power source. 
In this simulation, it is assumed that the time synchronization 
is perfectly performed. It was assumed that there was no 
failure of data transmission / reception. In fact, the merging 
time of the data by the child node was ignored in this 
simulation. Given that the payload can be transmitted at a 

data rate of up to 60 bytes, the transmission time can be 
shortened by the data merging process. 

Table 4 shows the three instances of test data created. The 
child nodes have been randomly assigned within the circle of 
a specified radius, centered on the parent machine. 

TABLE IV.  DETAILS OF SIMULATION DATA  

 #Parent #Child Radius(m) 
DATA1 1 99 500 
DATA2 1 200 500 
DATA3 1 300 3000 

 
Comparisons were made between the following methods: 

Direct [1], PEGASIS [4], EPEGASIS [5], CHIRON [6] and 
the proposed method. In addition, the following three items 
are compared to enable the farmer to confirm the data of the 
rice field in real time, while reducing the data gathering time 
and operating with batteries from the time of rice planting to 
harvesting. 
i. Time required for data gathering in one round. 

ii. Total power consumption of all child nodes in one 
round. 

iii. Maximum working days (the number of days during 
which all the child nodes are in operation). 

 
The simulation results of DATA 1 are shown in Table 5. 

Table 5 shows the operation time, which is the time required 
for the parent node to gather data, the total value of the power 
consumed by the child node, and the number of operable days. 
Figure 5 shows the size of data received by the parent node 
in the one round. The vertical axis in Figure 5 represents the 
data size (byte) received by the parent node, and the 
horizontal axis represents operating time (seconds). Figure 6 
shows the number of child node whose transmission 
processing has been completed and the power has been turned 
off within one round. The horizontal axis shows the operating 
time (seconds), and the vertical axis shows the number of 
child nodes whose power has been turned off. It can be 
confirmed that the slope of PEGASIS is the slowest. 

Compared to other methods, the proposed method shows 
that the time to gather data to the parent node is the shortest. 
Moreover, the total power consumption is the smallest, based 
on the simulation, it can be concluded that it can operate for 
a period that extends from rice planting to harvesting. 

TABLE V.  SIMULATION RESULTS OF DATA1  

 Data 
collection 

time 
/ Round 

 (s) 

Total power 
consumption of 

child nodes 
/Round 
(mAS) 

Number of 
working 

days 
(Day) 

 
Direct 400.0 74508.5 372 

PEGASIS 1902.9 299237.6 58 
EPEGASIS 226.6 55253.0 384 
CHIRON 158.6 40131.1 448 
Proposed 114.4 34177.0 566 
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Figure 5 Number of data received by parent node of 

DATA1. 

 
Figure 6 Number of power off nodes of DATA1. 

 

TABLE VI.  SIMULATION RESULTS OF DATA2  

 Data 
collection 

time 
/ Round 

 (s) 

Total power 
consumption of 

child nodes 
/Round 
(mAS) 

Numb
er of 

workin
g days 
(Day) 

Direct 743.4 243604.6 210 
PEGASIS 7135.4 1763010.2 18 

EPEGASIS 721.0 201747.2 195 
CHIRON 248.7 90308.8 209 
Proposed 121.2 70925.4 231 

 
The simulation results for DATA 2 are shown in Table 6. 

Compared to other methods, the proposed method shows that 
the time for the parent node to collect data is the shortest. In 
addition, it is understood that the total power consumption is 
the smallest, and the lifetime is the longest. In the simulation, 
we can see that it can operate for a period that extends from 
rice planting to harvesting. In addition, although the proposed 
method doubles the number of child nodes as compared with 
DATA 1, it can be seen that the increase in time required for 
data gathering is as short as about 7 s. 

The simulation results for DATA 3 are shown in Table 7. 
Compared to other methods, the proposed method shows that 

the time to for the parent node to collect data is the shortest. 
In addition, it is understood that the total power consumption 
is the smallest, and the lifetime is the longest. Moreover, in 
terms of the theoretical value, it can be understood that it can 
operate for a period extending from rice planting to 
harvesting. In addition, compared to DATA 1, the number of 
child nodes is tripled, but the increase of time increase 
necessary for collection is short as about 10 s. 

TABLE VII.  SIMULATION RESULTS OF DATA3 

 Data 
collection 

time 
/ Round 

 (s) 

Total power 
consumption of 

child nodes 
/Round 
(mAS) 

Number 
of 

working 
days 
(Day) 

Direct 1083.4 519160.0 67 
PEGASIS 15771.0 5672543.4 8 

EPEGASIS 695.8 487720.8 97 
CHIRON 322.1 168756.0 151 
Proposed 124.6 117871.6 185 

 

 
Figure 7. Comparison of time required to gather data in one 

round. 

Fig. 8 Excerpt from the figure 7 
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Figure 7 displays the time to gather data to the parent node 
in one round. Figure 8 is excerpt from the figure 7. The 
vertical axis represents the operation time (seconds). For the 
Direct and PEGASIS methods, as the amount data increases, 
the time required to gather data to the parent node rapidly 
increases. For the proposed method, the rate of increase of the 
time required for data gathering according to an increase in 
the amount of data is the lowest, and data can be collected in 
a short time even if the number of child nodes increases. In 
addition, the elongation rate is about a 5% growth with 
respect to an increase in the number of child nodes. This 
result confirms the validity of Equation (1) and also indicates 
that the proposed method is superior to other methods in 
terms of the data gathering time. 

VII. CONCLUSION

In this paper, we give an example of a field server for rice 
field and propose an algorithm to gather data in a short time, 
avoiding the collision caused by sensor data being acquired at 
the same time and transmitted simultaneously. 

It is difficult to supply power to rice fields unlike other 
fields, so low power consumption is an important factor. In 
addition, the line usage fee required for communication must 
be reduced as much as possible from the standpoint of the 
entire cost required for agriculture. Therefore, we investigated 
interfiled communication using LoRa which is an IoT 
communication standard, low power consumption using the 
ISM band and a long transmission distance. LoRa has a low 
power consumption and a long transmission distance 
compared to other similarly used communication methods, 
but has the disadvantage of relatively slow communication 
speeds.  

Therefore, to satisfy farmer requirements, we proposed a 
data gathering method that enables data to be collected in a 
short time between child nodes and a parent node. The 
proposed method has the feature of shortening the time 
required for data collection by performing the data merging 
processing and simultaneous transmission. As a result of the 
comparison using the simulation, we confirmed that the time 
required to gather child node data to the parent node is the 
shortest. Moreover, it was confirmed that the power 
consumption is smaller than that of conventional systems. 
Furthermore, we confirmed that the elongation rate of time 
necessary for gathering data to the parent node due to an 
increase in the number of child nodes is lower than that of the 
other methods. 

Therefore, this proposal makes it possible to transmit the 
situation of a rice field in a timely manner and can be 
considered to be a useful method for reducing the burden of 
agricultural work. 
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Abstract - To achieve centimeter level accuracy out of GNSS,
direct (LOS: line-of-sight) signals from adequate number of
satellites are required to calculate precise position solution.
To improve position solution, 3D maps seem to be a promis-
ing approach to detect indirect (NLOS: Non-Line-of-Sight)
signals, which degrade the accuracy of the position solution in
urban areas. The major problem lies in the availability of ac-
curate 3D Maps. In this paper, we have introduced a concept
to generate and enhance 3D obstacles map using two datasets
of Aerial LiDAR data and observation data received by the
user’s GNSS receiver. A basis of 3D obstacles map can be
obtained by using LiDAR data. To enhance 3D obstacles map
using observation data, reduction in observed C0NR (Carrier
to noise density ratio) that occurs when the buildings obstruct
the line-of-sight between the orbital satellite and receiver, has
been used in the paper to evaluate the presence of obstacles.
To validate our detection of signals being LOS/NLOS, we
calculated the position solution and found out that position
solution significantly improved by 57% after removing noisy
signals due to obstructions by buildings. Fish eye camera was
used to cross validate whether the signals detected as NLOS
were due to presence of obstacles such as buildings and trees.

Keywords: GNSS, LOS, 3D obstacles map, LiDAR, SNR,
DGNSS

1 INTRODUCTION

In recent years, many applications have required highly
precise positioning. Real Time Kinematics-Global Naviga-
tion Satellite System (RTK-GNSS) can unlock potential for
a host of new positioning technologies and can help achieve
accuracy up to centimeters [1]. The main idea behind GNSS
is to measure direct distances between satellites and a user lo-
cated on the surface of the earth or in the lower atmosphere.
However, GNSS positioning performance in dense urban ar-
eas is severely degraded due to the obstruction and reflection
of the signals by the surrounding buildings. Sometimes, both
LOS and NLOS signals are received that tend to interfere with
each other and produce multipath errors in positioning solu-
tion [2]. These multipath errors eliminate the number of re-
ceived satellites and severely degrade the quality of the so-
lution. Multipath errors can be suppressed through proper
satellite selection methods [3–6] which guarantee position-
ing accuracy. Filter or carrier-smoothed positioning [7] algo-
rithms can perform better, but these require sufficient number
of good quality GNSS signals to maintain solution accuracy

which is challenging in urban areas. Our research group has
been developing a forecast system [8] that will predict which
place and time is capable of precise positioning in future by
detecting NLOS satellites using 3D obstacles map and will
provide us with the score of the predicted accuracy and abil-
ity of that location to perform precise positioning. The major
problem lies in the availability of 3D maps. If we will have
accurate 3D information of buildings, trees and other obsta-
cles in advance, it will help detect NLOS satellites precisely
and help improve the position solution.

3D maps can be generated by using only LiDAR data that is
available at government organizations [9]. However, LiDAR
data alone cannot be trusted because it can be old, not updated
and may not contain the obstacles which are invisible through
naked eyes. Although GNSS signals and their C0NR or SNR
(Signal-to-noise-ratio) alone can be exploited to reconstruct
3D urban scenes [10], it is not feasible for covering larger ar-
eas. Hence, we have come up with hybridization of datasets
to achieve accurate 3D obstacles map Aerial LiDAR dataset
and Observation dataset. The proposed method in this paper
will help enhance already available, existing 3D LiDAR data
set using observed data by user’s receiver so that enhanced
and accurate 3D obstacles map can be fed into our forecast
system. The proposed method seems feasible as enhancing
existing 3D LiDAR data is not tiresome, uses reliable obser-
vation data user’s receiver and adds accuracy to the system. In
experimental results, we confirmed 96.1% times the presence
of buildings using the proposed method.

The mentioned precision forecast system [8] will help im-
prove reliability of RTK-GNSS in urban areas. In this paper,
the proposed SNR (Signal-to-noise ratio) based enhancement
of 3D obstacles map contributes in providing obstacles infor-
mation for the forecast system using a low cost rover. More-
over, the proposed SNR-based signal detection algorithm will
help improve the position solution in dense urban areas.

2 DIFFERENTIAL POSITIONING
THEORY

RTK-GNSS is a differential and interferometric positioning
system that provides a receiver’s position of centimeter-level
precision in real time using positioning satellites and ground
stations [11]. In the single point positioning, a receiver’s
position is calculated with the measured pseudo-range be-
tween each satellite and the receiver. A pseudo-range is a low-
resolution distance information (within a meter-level) which
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Figure 1: SNR Fluctuations in Multipath Environment

contains several errors due to atmospheric factors. On the
other hand, in the kinematic RTK-GNSS positioning, a carrier
phase is used instead of a pseudo-range as a higher-resolution
distance information whose measurement resolution is within
a few milli-meters. RTK uses a complicated algorithm to cal-
culate the exact number of radio wavelengths between the
satellites and the base station antenna, a process known as
ambiguity resolution and yield either a fixed or float solu-
tion. In a fixed solution, the number of wavelengths is a whole
number, or integer, and the algorithm is constrained to yield
a whole number. The fixed solution signifies more accurate
position and accuracy can be achieved up to centimeter lev-
els. The accuracy in a Float Solution is not so high and can
be of few meters. The main objective of differential GNSS is
to set up a reference receiver at a known position, called Base
Station, and estimating the errors. These estimates, called
corrections, can be used in order to compensate for similar
errors in another receiver, called rover, whose position is un-
known. All rovers are relative to the base station and observe
the same constellation of satellites at the same time. Hence,
both, base station and rover record very similar errors and
since, base station’s position is known, rover’s position can
be determined accurately within few centimeters, and errors
can be compensated easily.

2.1 Characteristics of SNR in Urban Areas

Carrier to Noise Ratio (C0NR) is a measure of the received
carrier strength relative to the strength of the received noise.
Also, Signal to Noise Ratio (SNR) , is a measure of sig-
nal strength relative to background noise. C0NR and SNR
are often used interchangeably in GNSS world. We choose
C0NR or SNR over other observable types because multipath
effects on SNR have the most unambiguous relationship to
multipath and determined independently for individual satel-
lites. In our experiment, one receiver was located on 112.49m
high building in obstruction free horizon and another receiver
was located on the ground surrounded by buildings and trees.
The observations shown in Fig.1 shows the tendency of drop
in SNR when the receiver is located in the multipath environ-
ment and SNR measurements are smoother when the receiver
is in obstruction free environment.

Figure 2: Approach towards 3D obstacles map

3 APPROACH TOWARDS 3D OBSTACLES
MAP

To generate 3D obstacles map, observation data from the
orbital satellites received by the user’s receiver, such as SNR
as mentioned in Section 2.1 and other observables, can be
used for distinguishing which satellite signal is direct or indi-
rect indicating the presence or absence of an obstacle. How-
ever, it is computationally time consuming and has drawbacks
when it comes to covering larger areas. Hence, alternatively
we will use this valuable observation dataset to enhance and
improve existing cm-level precise Aerial LiDAR dataset as
shown in Fig.2.

Aerial LIDAR has proven that it can provide three-dimensional
(3D) information of the Earth surface with high accuracy. De-
spite that, only LiDAR Data cannot be trusted as it can be old,
not updated and may not contain the obstacles which are in-
visible through naked eyes. Hence, two datasets are used to
generate and enhance 3D obstacles map : Aerial 3D LiDAR
dataset and Observation dataset measured by user’s GNSS re-
ceiver. LiDAR data is usually archived in binary files in the
LASer (LAS) format [12], which is an open standard of three-
dimensional (3D) data storage [4]. The format, although ef-
ficient for the storage, is not particularly convenient for data
management and dissemination. As the LAS standard does
not allow for data cross-referencing, LiDAR dataset must be
converted into understandable and organized format. Hence,
we converted the point cloud data into 1-by-1 mesh grid [13]
and came up with our own term “Sky Obstacles Mask” in the
paper.

“Sky Obstacles Mask” refers to a buffer that contains data
of an area, viewing towards the sky from a ground position,
divided into two states of 0 and 1 at azimuth and elevation
angles where:

0 = No Obstacle
1 = Obstacle

“Sky Obstacles Mask”, Sldr, for LiDAR dataset, and “Sky
Obstacles Buffer”, Sobs, for observation dataset, will be gen-
erated; Sobs will help enhance Sldr and finally we will have
enhanced 3D obstacles map.
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3.1 Sky Obstacles Mask using LiDAR data
To generate sky obstacles mask, Sldr, a point on a straight

line, from the viewer towards the sky, is checked every 1m
with the radius of 300m at every 10 degrees azimuth angle
and every 5 degrees at elevation angle. If the point exists in
LiDAR data, it signifies presence of some obstacle and hence,
that point is specified as 1. If the point does not exist in point
cloud data, it is specified as 0. We check it upto 360 degrees
for azimuth angle and 90 degrees for elevation angle. Finally,
we will get Sky Obstacles Mask, Sldr. The JSON friendly
format is mentioned below:

{
AZi : ei,0 ei,5 ei,10.....e85

}
where, AZ is azimuth angle from 0 to 360 degrees at every 10
degrees and e represents elevation angle from 0 to 90 degrees
at every 5 degrees corresponding to azimuth angle. Or,

i ∈
{
0, 10, 20...350

}
and j ∈

{
0, 5, 10...85

}
ei,j ∈

{
0, 1

}
For example, sky obstacles mask at azimuth angle 0-10 de-
grees looks like

{
“AZ0”:“111111111000000000”

}
. This kind

of format is used because it represents the presence or absence
of obstacles based on azimuth and elevation angles at a certain
location, unlike conventional elevation mask.

3.2 Sky Obstacles Buffer using Observation
data

As raw LiDAR point cloud data is converted into under-
standable Sky Obstacles Mask, our next step is to enhance
and modify this mask using observation data to achieve bet-
ter accuracy. Referring to [14], it can be conferred that SNR
of a signal from a satellite is highly dependent on the eleva-
tion angle of the satellite. Hence, Elevation angle-dependent
SNR (Signal to Noise ratio) has been used from the observa-
tion data for every satellite to distinguish whether the signal
is direct or indirect (0 or 1) . “Sky Obstacles Buffer” contains
the location of the user receiver, azimuth angle, elevation an-
gle and the state of 0 or 1 of the signal. Finally compare
this buffer data with the LiDAR data obstacles mask at the
same location for every angle segment, replace the old value
in LIDAR data obstacles mask with observation data obsta-
cles mask, enhance and improve it. Distinguishing a signal
whether it is direct or indirect (0 or 1) is in itself a compli-
cated process. Hence, the authors have narrowed down their
research to predict whether the received signal will be spec-
ified as 0 or 1. The following sections in the paper discuss
about the analysis of observation data.

4 PROPOSED METHOD FOR NLOS
DETECTION

Based on the characteristic of SNR of the signal which says
that the pattern of the signal fluctuates under static conditions,

Figure 3: Elevation Dependent-Estimated SNR Line for dif-
ferent satellite systems

the differential SNR based distinction of signals has been used
to detect NLOS signals. We used elevation dependent esti-
mated SNR line as reference to set standard SNR values at
corresponding angles in the obstacle free environment. The
drop in SNR when the receiver is surrounded by obstacles is
compared with the standard SNR depicted by the estimated
line. Finally, we set a threshold value of SNR. If the observed
SNR value exceeds threshold, the signal is specified as NLOS
or LOS, otherwise. [5]

4.1 Elevation dependent estimated SNR line
We calculated the value of the SNR as a function of ele-

vation in advance from a rover receiver and base station with
antennas fixed in a multipath-free environment. Raw obser-
vation data of 24 hours is used to produce the SNR lines as
shown in Fig.3. Then, we generated SNR line for GPS, QZSS
and Galileo Satellite system by using Curve Fit Method (Lin-
ear Least Squares Method) [15, 16].

4.2 SNR Threshold
The difference between the observed and estimated SNR

line is expressed as:

A (t) = SNRobserved(t)− SNRestimated(elv)

where SNRobserved is the observed SNR at t epoch (Epoch
means the time interval between two consecutive time points)
and SNRestimated(elv) is the estimated elevation-dependent
SNR. Here, we used the estimated line for deriving SNR value
instead of exact SNR value for a particular day because it is
less time consuming and we do not have to collect data every
time in open sky. We used fish eye camera to generate eleva-
tion mask using RTKLIB software [17] as shown in Fig.4.

This elevation mask includes azimuth and elevation angles
of the boundaries of buildings. We used this elevation mask
to compare and inspect the predicted state of the signal at var-
ious values of drop in SNR and hence, inspecting the pre-
dicted presence of building or not. SNR threshold value was
determined statistically to predict the signal as 0 or 1 (LOS
or NLOS) . We set the threshold value as 4 db-Hz as shown
in Fig.5, where positive case implies NLOS and negative case
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Figure 4: Elevation Mask

Figure 5: SNR Threshold Analysis

implies LOS. This threshold value was set because we are
more concerned about false negatives i.e originally the sig-
nal is NLOS, but it is predicted as LOS, which will severely
degrade the position solution. Hence, the less the false nega-
tives, the better results are expected. If the SNR drops below
this threshold value, the signal will be specified as 1 (NLOS)
in Sky Obstacles Mask or 0, otherwise.

The flow chart of generating Sky Obstacles Mask using ob-
servation data is shown in Fig.6.

5 EXPERIMENTAL SETUP AND RESULTS

To test the performance of the generated sky obstacles mask,
an experiment was conducted in our university. Sky Obstacles
Mask was generated using Aerial LiDAR point cloud data as
shown in Fig.7 based on the procedure described in Section
3.1 which signifies the available area for precise positioning
solution. It was visually compared with the Google Maps
and seemed to work fine. To generate Sky Obstacles Mask
from observation data, we need a buffer that contains LOS
or NLOS data for each satellite at every azimuth and eleva-
tion angle. Hence, differential SNR-based proposed method

Figure 6: Flow chart for generating Sky Obstacles Mask, Sobs
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Figure 7: Sky Obstacles Mask using LiDAR data

Figure 8: Experiment site

for LOS and NLOS distinction algorithm was tested using
GPS data collected using a U-blox evaluation kit (EVK-M8T)
which is a multi-constellation GNSS receiver.

The test data was collected in Shizuoka University on 22nd
April 2019 as shown in Fig.8. The Base Station was located
on 112.49m high building in obstruction free horizon and an-
other receiver was located on the tripod stand at 1m above the
ground surrounded by a medium height building. In addition
to the interference of the surrounding environment, the signal
strength is also affected by other factors such as antenna, at-
mosphere, ionosphere, etc. To remove the influence of other
factors, the standard signal is measured by the same equip-
ment in the open sky.

To cross validate our estimation of detecting LOS and NLOS
signals, we used fish eye camera to compare those satellite
signals with the estimated results of our proposed method.
It was found that 96.1% of distinction results given by our
method matched with the distinction results given by fish eye

Figure 9: Predicted Signals w.r.t buildings’ boundary

camera (Fig.9) .
The position solution was calculated using RTKLIB Soft-

ware version 2.4.3 [17] to cross examine the fact that the de-
tected signals were noisy and should be eliminated from the
calculation of position solution. Table 1 shows results of po-
sition solution calculated at five-time intervals of 30 minutes
each.

Table 1: Position Solution results comparison
Solution Stats Before After

FIX Rate 14.3% 63.4%
T1 FLOAT Rate 85.7% 36.6%

RMSE (m) H = 0.3181 H = 0.3082
V = 0.3359 V = 0.3212

FIX Rate 26.2% 85%
T2 FLOAT Rate 73.8% 15%

RMSE (m) H = 0.8595 H = 0.1949
V = 0.6810 V = 0.3812

FIX Rate 31.3% 93.1%
T3 FLOAT Rate 68.7% 6.9%

RMSE (m) H = 0.5951 H = 0.3404
V = 1.1473 V = 0.0841

FIX Rate 68.2% 96.3%
T4 FLOAT Rate 31.8% 3.7%

RMSE (m) H = 0.1965 H = 0.0610
V = 0.1891 V = 0.1296

FIX Rate 77.2% 98.8%
T5 FLOAT Rate 22.8% 1.2%

RMSE (m) H = 0.2483 H = 0.0087
V = 0.3449 V = 0.0078

Table 1 shows that fix solution significantly improved af-
ter removing multipath signals. Hence, we can signify those
signals as NLOS in our Sky Obstacles Mask.

6 CONCLUSION

To enhance 3D obstacles map, we used two sets of data:
Aerial LiDAR data and observation data. The data was con-
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verted to more understandable form, Sky Obstacles Mask.
Sky Obstacles Mask generated using LiDAR data seems to
work fine in predicting the available area to perform precise
positioning solution. To generate Sky Obstacles Buffer us-
ing observation data, distinction between direct and indirect
signal is an important step which in itself is a complicated
subject of matter. We used differential SNR-based method to
detect LOS and NLOS signals.

Experimental results show significant improvement in the
position solution when the noisy satellites were detected and
eliminated from the position calculation. This signifies that
we can specify those multipath signals as NLOS in our Sky
Obstacles Mask. To cross validate the results, we used fish
eye camera to judge whether there was any obstacle when
the signals became noisy or not. We found that 96.1% of
predicted distinction results matched with the results given
by fish eye camera.

We have shown that a standard GNSS receiver can detect
NLOS satellites by measuring reduction in differential SNR.
The SNR, elevation angles, azimuth angles and the distinc-
tion state of 0 (LOS) or 1 (NLOS) will be saved in the buffer
that will help to detect and localize buildings with the help of
generating Sky Obstacles Mask and finally use this mask to
enhance and update existing LiDAR data.

For future work, distinction between LOS and NLOS sig-
nals can be processed by using machine learning. This will
faster the process of enhancing 3D maps using observation
data. Moreover, the user will be able to acquire its accu-
rate position by eliminating NLOS signals provided by ma-
chine learning algorithms. The process to distinguish LOS
and NLOS signals needs more research and leaves a scope
for improvement.
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M. Romay-Merino, and T. Beech, “Future GNSS con-
stellation performances inside urban environments,” in
Proc. of the 13th International Technical Meeting of
the Satellite Division of The Institute of Navigation,
pp. 2436–2445, 2000.

[3] Y. Fang, Y. Hong, O. Zhou, W. Liang, and W. Liu, “A
GNSS satellite selection method based on SNR fluctua-
tion in multipath environments,” Int. J. Control Autom,
vol. 811, pp. 313–324, 2015.

[4] M. Adjrad and P. D. Groves, “Enhancing conventional
GNSS positioning with 3D mapping without accurate
prior knowledge,” pp. 2397–2409, The Institute of Nav-
igation, 2015.

[5] H. Tokura and N. Kubo, “Effective satellite selection
methods for RTK-GNSS NLOS exclusion in dense ur-
ban environments,” in Proc. of the 29th International
Technical Meeting of the Satellite Division of the Insti-
tute of Navigation, Oregon, pp. 304–312, 2016.

[6] P. D. Groves and M. Adjrad, “Likelihood-based GNSS
positioning using LOS/NLOS predictions from 3D map-
ping and pseudoranges,” GPS Solutions, vol. 21, no. 4,
pp. 1805–1816, 2017.

[7] T. J. Ford and J. Hamilton, “A New Positioning Filter:
Phase Smoothing in the Position Domain,” The Institute
of Navigation, vol. 50, pp. 65–78, 2003.

[8] K. Nakaaki and T. Kitani, “An evaluation result of an
accuracy scheme for RTK-GNSS Precision Forecast-
ing,” in GPS/GNSS SYMPOSIUM 2017, p. 202, 2017
(in Japanese).

[9] R. Idris, Z. Abd Latif, J. Abdul Hamid, J. Jaafar, and
M. Ahmad, “Integrating airborne LiDAR dataset and
photographic images towards the construction of 3D
building model,” IOP Conference Series: Earth and En-
vironmental Science, vol. 18, 2014.

[10] K. Kim, J. Summet, T. Starner, D. Ashbrook, M. Ka-
pade, and I. Essa, “Localization and 3D reconstruction
of urban scenes using GPS,” in Proc. of 12th IEEE Inter-
national Symposium on Wearable Computers, pp. 11–
14, IEEE, 2008.

[11] T. Kitani, H. Hatano, M. Fujii, A. Ito, and Y. Watanabe,
“A cooperative GPS/GNSS positioning method with
neighboring receivers,” in Proc. of International Work-
shop on Informatics (IWIN2014), pp. 145–153, Infor-
matics Society, 2014.

[12] LAS SPECIFICATION VERSION 1.4. The American
Society for Photogrammetry Remote Sensing, 2013.

[13] M. Boussaha, B. Vallet, and P. Rives, “Large scale tex-
tured mesh reconstruction from mobile mapping images
and LIDAR scans,” ISPRS Annals of Photogramme-
try, Remote Sensing and Spatial Information Sciences,
vol. IV-2, pp. 49–56, 2018.

[14] J. Hefty, “Multipath detection with the combination of
SNR measurements Example from urban environment,”
Geodesy and Cartography, vol. 66, no. 2, pp. 305–315,
2017.

[15] B. V. Pai, W. A. W. Abidin, A. Othman, H. Zen, and
T. Masri, “Characteristics of mobile satellite L-band sig-
nal in mid-latitude region: GPS approach,” 2011.

[16] S. Deep, S. Raghavendra, and B. Bharath, “GPS SNR
prediction in urban environment,” The Egyptian Journal
of Remote Sensing and Space Science, vol. 21, no. 1,
pp. 83–85, 2018.

[17] T. Takasu and A. Yasuda, “Development of the low-cost
RTK-GPS receiver with an open source program pack-
age RTKLIB,” in Proc. of International symposium on
GPS/GNSS, pp. 4–6, 2009.

68

International Workshop on Informatics ( IWIN 2019 )



Examination of Incorrect Image Selection Method for Image based Authentication
Using Browsing History of Web Pages

Yusuke Iizawa†, Yoshitaka Nakamura‡, and Hiroshi Inamura‡

†Graduate School of Systems Information Science, Future University Hakodate, Japan
‡School of Systems Information Science, Future University Hakodate, Japan

{g2118002, y-nakamr, inamura}@fun.ac.jp

Abstract - In recent years, with the increase in the fre-
quency of use of smartphones,terminals require high secu-
rity user authentication. In current personal authentication of
smartphone, What you know and What you are are
generally used. However, they have problems with memory
load, operation load, and use of user-specific persistent data
such as a fingerprint.

In this paper, we propose a new personal authentication
method to reduce memory load, operation load without using
user-specific persistent data. As an approach of this method,
we consider combining image based authentication with ex-
cellent storage load and operation load and behavior history
based authentication using continuous information with change.
The proposed method uses screen shot of the web page that
the user most closely watched as correct image, and screen
shots of web page not seen by user as incorrect images. We
examined two methods, selection method excluding web pages
of the same domain as correct image and selection method
based on semantic distance with search keyword as selection
methods for incorrect images. We also verified its effective-
ness by comparing the two methods. As a result, it was shown
that the incorrect image selection method based on the seman-
tic distance to the search keyword is effective.

Keywords: Smartphone, Personal authentication, Web bro-

wser history, Image-based authentication, Screenshot

1 INTRODUCTION

In recent years, smartphones have become widespread, and
many people use them on a daily basis.

Due to the characteristics of smartphones, users may oper-
ate smartphones anywhere they can connect to the network.
Therefore, the opportunity to use the smartphone terminal
in the public place where many unspecified people exist in-
creases, and the risk that the data in the terminal is accessed
due to the theft of the terminal itself is also increased. Since
the internal data of the terminal contains a large amount of
personal information, there is a risk that the theft of the termi-
nal may cause unauthorized withdrawal from the online bank
account or leakage of the personal information. Therefore, in
order to ensure security of data in the terminal even if the ter-
minal is stolen, it is important to provide a user authentication
method with high security when using the terminal.

As a personal authentication method for smartphones, two
are generally used: What you know and What you are .

What you know refers to an authentication method
in which the user arbitrarily sets and uses secret informa-
tion such as PIN (Personal Identification Number), charac-
ter string password, pattern and so on. This authentication
method needs to set secret information that is complex enough
not to be guessed by others. Although this improves security
against attacks based on user behavior observation such as
peep attacks and guess attacks, it requires increased memory
load of the user and complicated authentication operations.
On the other hand, setting simple secret information reduces
the user’s memory load, but makes the authentication vulner-
able to the aforementioned attack methods. In addition, since
there is a tendency to simply set the password of the PC[1],
it is considered that the same tendency is also made to the
smartphone.

What you are is called biometric authentication. It refers
to an authentication method that sets physical features such as
fingerprints, irises and faces as secret information.Fingerprint
authentication method is installed in many smartphones be-
cause the input operation of secret information is very conve-
nient with only the minimum operation of touch . On the
other hand, there is a problem of spoofing by using permanent
data of user’s biometric data [3] [4].

Because of these problems, a secure authentication method
is required without using permanent biometric data.

2 RELATED WORK

Image based authentication is a personal authentication
method that can reduce memory load and operation load. Im-
age based authentication presents a group of images in which
a correct image set as secret information by the user and incor-
rect images are mixed, and performs personal authentication
based on whether the user can select a correct image. The ba-
sic steps of image based authentication are shown in the Fig.1.
Images have the following effects on human memory[5].

1. Easy to memorize in large quantities compared to text
data

2. Easy to memorize for a long time compared to text data

The fact that the memory of an image is better than that of
a text, as described above, is called the Picture Superiority
Effect(PSE) [6]. Because of this effect, image based authen-
tication is said to be superior to What you know in terms of
memory load. Dejavu [7], which uses images of geometric
patterns, and Awase-E [8], which uses photos taken with
mobile terminals as images, have been devised. However, in
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order to perform image authentication, it is necessary for the
user to collect a large number of images and register them in
advance, which places a heavy burden on the user.

As a personal authentication method using personal data
other than biometric information, there are some researches
that acquire the user’s behavior history according to sensor
data obtained by a smartphone and perform implicit personal
authentication based on this information[9][10]. However,
behavior based authentication may be highly dependent on
the surrounding environment.

Therefore some researches were conducted to identify the
user’s subjective experience information such as yesterday’s
breakfast and the visited shops, and to identify individuals.

Authentication using the user’s mail reception history[11]
and PassFrame using video recorded from the user’s view-
point have been proposed[12].

But, behavior history is easily associated with information
about the user’s life and relationships, so it is necessary to
use an appropriate behavior history that is not associated with
such information.

Figure 1: Basic steps of image authentication

3 Image based authentication using behavior
history

3.1 Approach
By combining image based authentication and behavior his-

tory based authentication, the advantages of both methods can
be obtained.

Web page is used as authentication behavior history in-
formation from application and video information in smart-
phone. Since many web pages are supposed to be published,
deleting information on a specific personal web page makes
it safe to use information on browsing history of web pages
for authentication. The screen shot images that can be ac-
quired when a web page browsing operation is performed us-
ing a standard browser on a smartphone have the following
features.

1. Since browsing web pages by a browser is a user’s vol-
untary behavior, the browsing history is information
specialized for individual users

2. Since web pages are basically published to a large num-
ber of unspecified Internet users, it is difficult to iden-

tify the corresponding smartphone user only from the
screen shot image of the web page

3. Services that use personal accounts tend to use dedi-
cated applications, so browsers are more likely to per-
form simple browsing operations that do not link to per-
sonal information[13]

Since there are a large number of browsable web pages on
the Internet, it is unlikely that the candidate images for au-
thentication will be exhausted. Further, by using the URL
recorded in the browsing history of the browser, the user’s im-
age registration work can be made unnecessary. In addition,
since contents such as texts and images on web pages that
the user has voluntarily browsed are stored in the memory of
terminal, they are also effective for recall at authentication.

3.2 Research tasks
In image based authentication using behavior history, the

selection method of correct image and incorrect images based
on the selected information become problems.

The correct image used at authentication needs to be able to
be recalled correctly from the memory by the user. In Ref.[7]
[8], it is easy for the user to recall the correct image because
users needs to register the correct image by themselves. How-
ever, in the case of image based authentication where the user
does not register the authentication images, the user sees the
correct image only after being presented on the authentication
screen. Therefore, it is necessary to select the correct image
which clearly remains in the user’s memory.

On the other hand, incorrect images need to be easily dis-
tinguishable from the correct image for the user. In Ref. [7]
[8], an image group other than the one registered by the user
as a correct image is used as an incorrect images. When the
user intentionally registers the correct image, it is easy to dis-
tinguish between the correct image and the incorrect images.
However, if the incorrect images presented on the authentica-
tion screen is similar to the correct image, the authentication
success rate decreases and the authentication operation time
becomes longer. Therefore, it is necessary to prepare incor-
rect images looks significantly different to the correct image
for the user himself. Also there is also a need to make few
difference between the correct image and incorrect images for
others.

4 Proposed method

4.1 Selection of correct image
There is an implicit method of acquiring information on

the interest of each web page, without burdening the user, us-
ing the browsing time of the web page [14]. According to
this method, the longer the web page is displayed, the more
likely the user is interested in the page and the user is watch-
ing closely. It can be inferred that the user can easily remem-
ber the image of the web page that was watching closely.
However, it is difficult to determine whether the user really
watches closely at the screen, and an image not remaining in
the memory of the user may be selected as the image of the
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web page at which the user watched closely. Therefore, it is
assumed that the user watches closely at the web page dis-
played on the screen of the smartphone while the operation of
touching the screen with the thumb when browsing the web
page.

Gaze continuation rate =
Touching time of the screen(ms)

Browsing time of the web page(ms)

From the web page browsed by the user before closing
the browser application, the web page with the highest gaze
continuation rate is considered to be the most gazed, and the
screen shot of that page is taken as the correct image.

4.2 Selection of incorrect images

4.2.1 Conditions to select incorrect images

It is important that the incorrect images are distinguishable
from the correct image for the user and difficult to distinguish
from the correct image for others. When a screen shot of a
web page with low gaze continuation rate is selected as an
incorrect image from browsed web pages, depending on the
contents of the web page, the user may confuse the correct
image with the incorrect image. Therefore, in order to pre-
vent confusion of memory and to distinguish clearly from the
correct image, screen shot images of the unvisited web
page is selected as incorrect images.

4.2.2 Selection method excluding same websites as the
correct image

As a first method, an incorrect images is selected from web
page group obtained from another search result for the search
keyword of the web page selected as the correct image. By
selecting only an unvisited web page in this web page group
as incorrect images, confusion of the user’s memory is pre-
vented, and it becomes easy for the user to distinguish be-
tween the correct image and the incorrect images. Figure 2
shows the flow of the selection method. First, a certain num-
ber of web page URL groups are extracted from the search re-
sult using the search keyword at the time of web page search
selected as the correct image. The search result at this time
may include the web page itself selected as the correct im-
age, the viewed web pages, and web pages on the same do-
main name as those web pages. If these web page images
are presented simultaneously at the time of image based au-
thentication, the correct image may be confused with the in-
correct images. Therefore, among the web page URL group
obtained from the search result, URLs including the same
domain name as the web page selected as the correct image
and the browsed web page are excluded. And this selection
method takes screen shots of the web pages from the URL
of the remaining web pages and selects them as incorrect im-
ages.

Figure 2: Selection method excluding the same website as the
correct image

4.2.3 Selection method based on semantically distanced
keywords

The second method is a method of extracting web pages
that are semantically distant from web page that are correct
images. By using the learning model using Word2Vec [15]
as the search keyword of the web page URL selected as the
correct image, it is possible to find a keyword that is seman-
tically different from the search keyword of the correct im-
age. Word2Vec takes a set of sentences as input and learns
the vector representation of the word from other words that
appear near the word. Since an incorrect images are selected
using a search keywords different from the correct image, it is
easy for the user to distinguish between the correct image and
the incorrect images. Figure 3 shows the flow of the selection
method. By calculating the cosine similarity with the search
keyword of the web page selected as the correct image based
on the language model learned by word2vec using the corpus
in advance, a certain number of keyword groups with seman-
tic distance apart are acquired. Screen shots of the web pages
are randomly acquired one by one from the obtained search
results of each keyword.

Figure 3: Selection method based on semantically distanced
keywords

5 Evaluation experiment

The effectiveness of authentication and the validity of im-
age selection are confirmed by evaluating the authentication
success rate of the proposed system and the time taken for
image selection at the time of authentication.

5.1 System configuration for experiment
In the evaluation experiment, a browser type data acquisi-

tion application for Android OS was developed and used as
a system for the experiment. Table 1 shows the smartphones
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used in the experiment, and Fig.4 shows the configuration of
the experimental application. This application has a function
of acquiring URLs, web page display time, screen contact
time, gaze continuation rate, and search keywords. Each time
the web page transitions, each data is sent to BrowserDB on
the server. Google search engine was used for this search. In
addition, the web page screenshots of the acquired URL are
saved in the size of 320 x 568 pixels.

Table 1: Experimental device

Figure 4: Experimental system

5.2 Experimental method

The subject browses the web page based on a search by
a keyword designated in advance, and then performs an au-
thentication operation of selecting a correct image from the
authentication screen. On this authentication screen, 1 cor-
rect image selected by the correct image selection method
and 9 incorrect images selected by the incorrect image se-
lection method are displayed. In each trial of experience, the
subject browses a web page for 10 minutes, takes 10 minutes
break, and then performs an authentication operation. In order
to measure the gaze continuation rate, and it is assumed that
the thumb is always touching the screen when browsing web
pages. In this method, the learned Japanese model[16] was
used with Word2Vec. The search keywords to be specified are

(Casablanca) and (Hashima) in the
trial using the incorrect image selection method excluding the
same website as the correct image, and (Toshizo
Hijikata) and (Henshin) in the trial using the incor-
rect image selection method based on semantically distanced
keywords between correct image. As keywords having a se-
mantic distance from the search keyword at this time, the top
9 keywords with cosine similarity obtained by the learning
model calculated by Word2Vec for each search keyword were
used.

5.3 Result
In Fig.5 and Fig.6, the blue bar represents the result in the

case of using Method A. The green bar represents the result in
the case of using Method B. Figure 5 shows the average value
of the authentication success rate in each method. When using
Method A, the authentication success rate remains at 57.1%,
whereas when using Method B, the authentication success
rate has achieved 100.0%. Figure 6 shows the average image
selection time in the authentication process for each method.
The lines in the Fig.6 show the maximum and minimum val-
ues for each method. When using Method A, the average
image selection time was 20.42 seconds, while when using
Method B, it was significantly reduced to 9.04 seconds.

Figure 5: Authentication Success rate

Figure 6: Average image section time

6 Discussion

Experimental results show that method B has a higher au-
thentication success rate than method A. The cause of this is
the content of the searched web pages, and the confusion of
the user’s memory. Method A uses a search keyword when
the correct image is browsed to select web pages that the user
has not browsed as incorrect images. The content of the web
pages of those incorrect images included the search keyword
in the page, but the web pages of the content included in the
search keyword were selected. For example,
(Casablanca) is a web page such as an area or movie con-
taining the keyword. For this reason, there are web pages that
have similar searches but have similar contents, and I think
that the user is confused. On the other hand, Method B uses
the search keyword when viewing the correct image to ac-
quire incorrect images using different keywords having a se-
mantic distance. As a result, Web pages with content that was
independent of search keywords were selected. For example,
if it is (Henshin) , these are web pages that contain
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keywords such as ’(Team Rocket) and
(Kirby) . For this reason, the user can easily distin-

guish the keyword from the content, and think that the correct
image, which is the browsed web page, can be determined.
This user’s memory confusion is considered to have an in-
fluence on the authentication speed, and it is considered that
the authentication speed of Method B is faster than Method
A, which easily causes memory confusion. Therefore, in this
method, it can be said that by using an incorrect image se-
lection method based on the semantic distance to the search
keyword, it is possible to reduce user’s memory confusion and
achieve a high authentication success rate.

7 Conclusion

In this paper, we proposed a personal authentication method
that combines image based authentication, which is advanta-
geous for reducing memory load and operation load, and be-
havior history authentication using personal data other than
living body. There are problems are the selection of the cor-
rect image, and the selection of the incorrect images. The cor-
rect image used the screen shot image of the web page with
the highest gaze continuation rate of the user. In selecting in-
correct images, we proposed method A: selection method of
incorrect images excluding same web page and method B: in-
correct images selection method based on semantic distance
to search keywords.As evaluation experiments, the effective-
ness of two methods in choosing incorrect images was inves-
tigated. We performed experiments to select correct images
from 1 correct image and 9 incorrect images by each method.
In method A, the authentication success rate is 57.1 %, and the
average image selection time is 20.42 seconds, but method B
has 100.0% authentication success rate.The average image se-
lection time was a result of 9.04 seconds. Therefore, it turned
out that incorrect images selection method based on semantic
distance to search keywords is effective.

As future tasks, we will investigate attack resistance in the
Educated Guessing Attack, and discuss countermeasures for
the vulnerable part.
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Abstract - Information exchanged in social media may not
be trustable. Some information may be true, but other in-
formation may be false. It is important to analyze the trust
of information and the trust of information sources. Espe-
cially, in this paper we are interested in analyzing how the
trust value changes as time passes. We discuss how to analyze
the transitions of two-dimensional trust values. Specifically,
we formalize time-related trust safety properties such as “The
transition of trust value does not reach the region of distrust,”
and “If the trust value moves to the region of trust, then the
trust value never goes to the region of distrust,” in first-order
logic, and we verify the correctness with a theorem-proving
tool. A naive approach for the verification is to prove the first-
order logic formulae directly, but this is not efficient. Hence,
we apply a proof method for trace inclusion, which has been
developed in the theory of distributed algorithms, to a ver-
ification of trust safety property. We conduct a case study
with a simple example and we demonstrate a semi-automatic
theorem-proving for the trust safety property.

Keywords: On-Line Trust, I/O-automaton, Safety Proper-
ties, Theorem-Proving

1 Introduction

Safety/relief information is actively exchanged via social me-
dia in recent large-scale disasters. Such information is not al-
ways trustable, and the correctness of information may change
as time passes; i.e. even if a message “A person is seriously
injured but currently alive,” is true at the present time, it may
become false one hour later. Thus, it is important to evaluate
the trust of messages and the trust of information sources.

A (one-dimensional) trust value was introduced by Marsh
and Dibben [1], and they classified the trust notions into trust,
distrust, untrust and mistrust. This classification was based on
the one-dimensional trust values, where the point of total trust
and the point of total distrust are at the extremities. However,
Lewicki indicated that trust and distrust should be treated as
independent dimensions [2]. Moreover, the notion of trust is a
concept closely related to human’s impressions. Thus, “con-
tradictions/confusions” and “ignorance” should be considered
in evaluating the trust values. From this viewpoint, we intro-
duced a two-dimensional trust representation with a pair of

The fourth author is currently at KYOWA EXEO CORPORATION.

trust value and distrust value [3][4]. We employed a theory
for impression formation (Oda’s FCR method [5][6][7]) as a
basis for the trust representation, and the correspondence be-
tween our trust representation and Marsh and Dibben’s con-
ventional representation was explored.

The two-dimensional trust value of [3][4] represents a trust
state at a certain moment. However, it is necessary to han-
dle the changing nature of trust values to analyze trust-related
propertie. Thus, a property of ever-changing trust value is
modeled in this paper. Specifically, a safety property is de-
fined with the transition sequences of trust values. Further-
more, we conduct an efficient computer-assisted proof for the
trust safety property based on the results in I/O-automaton
theory [8][9].

2 Two-Dimensional Trust Representation

The trust classification by Marsh and Dibben is as follows,
where a trust value ranges over [−1, 1):

• Trust: is a state where a trust value of a trustee is more
than a threshold value;

• Distrust: is a state where the trust value is negative;

• Untrust: is a state where the trustee’s trust value is pos-
itive but not enough to cooperate; and

• Mistrust: is a state in which the initial trust has been
betrayed; more precisely, the notion of mistrust can be
considered as “Either a former trust destroyed, or for-
mer distrust healed,” since the trustee may not have had
bad intentions and it is not always “betrayed”.

Suppose that you received a message, and you calculated its
trust value. If the trust value is 0.9 and the cooperation thresh-
old is 0.85, then from the definition of the trust notion, the
message should be trusted. However, can we say that there is
no distrust on this message? The maximum of the trust value
is 1, hence we can see that there is a deficit of 0.1 points on
the trust value. In this sense, the message might not be trusted
enough. In [3][4], we considered that this was due to the lim-
itation on the expressive power of one-dimensional trust rep-
resentation, and we introduced a two-dimensional trust value
to be an element of Trust × DisTrust, where Trust and
DisTrust are respectively degrees of trust and distrust, and
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we have Trust = DisTrust = { v | 0 ≤ v ≤ 1}. Following
the manner in the FCR method, a two-dimensional trust value
is also called an observation.

An observation around (1, 0) has a high trust value and a
low distrust value. Thus, we can see that the observation rep-
resents a state of “trust”. Similarly, observations around (0, 1)
are the states of “distrust” since they have a low trust value
and a high distrust value. For any observation (t, d) on the
line between (1, 0) and (0, 1), we can see that (t, d) is ideal
in the sense that the trust value and the distrust value satisfy
the consistency condition t+ d = 1. We consider that Marsh
and Dibben’s trust values are on this line. That is, the con-
ventional trust value is defined with a limitation with regard
to the consistency condition. Finally, the observation which
corresponds to the conventional trust value of 0 is (0.5, 0.5).

We defined a classification of trust for two-dimensional
trust values with a transformation:
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where the resulting point (t− d, t+ d− 1) is called (i, c).
First, we consider the first element i = t− d of (i, c). This

is a value with −1 ≤ i ≤ 1, and the value corresponds to
the conventional trust value of Marsh and Dibben. In fact, the
value i indicates that the result of subtracting the degree of
trust by the degree of distrust is actually the net trust value,
and we see that this matches the intuition.

The value of c is the degree of contradiction-irrelevance
C(t, d) defined in the theory of FCR method. The degree of
contradiction represents how much it deviates from the con-
sistent condition (t + d = 1), and its value is between −1
and 1. The degree of contradiction is close to 1 if we deal
with a trustee of a contradictory evaluation; for example, “I
trust him but at the same time I feel some distrust on his be-
haviour”. Also, if the degree is around −1, then a truster is
ignorant on a trustee; that is, this is a situation like “I do not
care for him at all.” If we have t + d = 1, then the degree of
contradiction is 0.

3 Transitions of Observations

Mistrust is a property with regard to a misplaced trust, and
this is related to a change of trust values over time. In order
to build a trust relationship among victims and volunteers in
a large-scale disaster [10][11][12], it is important to analyze a
chronological change of trust values. In this section, we deal
with the observations in the previous section as states, and we
formalize time-related trust properties with state machines.

I/O-automaton [8][9] is a mathematical model for distributed
algorithms. In the theory of I/O-automata, a system is re-
garded as a collection of state machines which interacts with
each other; the interactions are formalized with events. Some
of events are observable from the outside of the system, and
some events cannot be observed. A sequence of observable
events from the initial state is called a trace, and a set of traces

characterizes the system. I/O-automata have multiple (pos-
sibly infinite) traces, and the properties of the automata are
characterized by the set of traces.

Safety and liveness properties are well-known properties
of distributed algorithms and they are defined with traces.
A safety property guarantees that there is no occurrence of
(specified) bad event. For example, if a computer program
has no “division by 0” errors, then we regard that the program
satisfies a safety property. On the other hand, a liveness prop-
erty represents that finally some good behaviour will happen.
For example, if a computer program always terminates, we
can see that the program has a liveness property. If a com-
munication system can reach an initial state from any state of
the system, then we can see that the communication system
satisfies another liveness property.

If we regard observations as states, the property “The trustee
never goes to the region of distrust,” is regarded as a safety
property on trust transitions. Also, “A trustee will finally
reach the region of trust,” can be considered an liveness prop-
erty on trust. In the following, let CT be a cooperation thresh-
old with 0 < CT ≤ 1. We define the trust region T (CT ), the
distrust region D, and the untrust region U(CT ) with:

T (CT ) = { (t, d) | t ∈ Trust ∧ d ∈ DisTrust
∧ t− d ≥ CT },

D = { (t, d) | t ∈ Trust ∧ d ∈ DisTrust
∧ t < d }, and

U(CT ) = Trust×DisTrust \ (T (CT ) ∪D)

and we formalize trust safety properties.
Formally, automaton X has a set of actions sig(X), a set of

states states(X), a set of initial states start(X) ⊂ states(X)
and a set of transitions trans(X) ⊂ states(X) × sig(X) ×
states(X). Transition (s, a, s′) ∈ trans(X) is written as
s

a→X s′. In this paper, a state is a tuple of values. Each ele-
ment of the tuple has a corresponding distinct variable name.
The name of a variable is used as an access function to the
value. This kind of modeling is standard in I/O-automaton
theory and its extensions such as [13]. In this paper, we use
variables tr and dis for trust value and distrust value, respec-
tively. The degrees of trust and distrust in state s ∈ states(X)
are referred as s.tr and s.dis, respectively.

For any state s ∈ states(X), a property “If s is not in the
distrust region then the next state of s is not in the distrust
region,” is defined with:

stepTrustSafe(s) ⇐⇒
(s.tr, s.dis) ̸∈ D

=⇒ ∀a ∈ sig(X) ∀s′ ∈ states(X)

[ s
a→X s′ =⇒ (s′.tr, s′.dis) ̸∈ D ].

Hence, if we prove

∀s ∈ start(X)[ (s.tr, s′.tr) ̸∈ D ]
∧ ∀s ∈ state(X)[ stepTrustSafe(s) ]

(1)

then we have “The system X never reaches the distrust re-
gion.” This formula consists of two conditions. The first con-
dition represents that an initial state is not in the distrust re-
gion. The second condition means that every state s should
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satisfy stepTrustSafe(s); that is, for any transition from s
the system X never goes to the distrust region. If we use the
predicate reachable(s, s′) for the reachability from state s to
state s′, the second condition can be:

∀sinit ∈ start(X), ∀s ∈ state(X)
[ reachable(sinit, s) =⇒ stepTrustSafe(s) ]

In this case, we consider the safety property only for reach-
able states. In any cases, this is to prove a trust safety property
by induction on the length of execution sequences.

With the predicate reachable, another safety property “If a
user exits the region of distrust, then the user never goes back
to the distrust region,” is formalized with:

∀s, s′ ∈ states(X)
[(reachable(s, s′) ∧ (s′.tr, s′.dis) ̸∈ D)
=⇒ ∀s′′ ∈ states(X)

[reachable(s′, s′′)
=⇒ (s′′.tr, s′′.dis) ̸∈ D] ].

4 Proving Trust Safety Property

Let X be an automaton which specifies a communication sys-
tem. To prove a trust safety property of X , it suffices to
prove the condition (1) in the previous section with a theorem-
proving tool directly. However, this approach is not efficient.

In this section, we apply an efficient proof method for trace
inclusion of I/O-automaton to the verification of trust safety
properties. Specifically, we describe two automata. The first
automaton is what we can easily check that the automaton
satisfies a trust safety property. The second automaton is a
specification of the target communication system. If we can
prove the trace inclusion between the two automata, the trust
safety property of the first automaton leads to the trust safety
property of the second automaton.

4.1 Preliminary Definition
First, we introduce the definition for sort VL with the Larch
language. Specifically, the definition is:

VL: trait

introduces
vl0, vl1, otherValues: -> VL
-__, abs: VL -> VL
__+__, __-__: VL, VL -> VL
__<__, __<=__,
__>__, __>=__: VL, VL -> Bool
CT: -> VL
D: VL, VL -> Bool
T: VL, VL, VL -> Bool
U: VL, VL, VL -> Bool

asserts with x, y, z, t, d, ct: VL
x + vl0 = x;
vl0 + x = x;
x - vl0 = x;
vl0 - x = -x;
-(-x) = x;
(x >= vl0) => abs(x) = x;
(x < vl0) => abs(x) = -x;
abs(-x) = abs(x);
(-vl1) <= x;
x <= vl1;
(x >= y) <=> ((x = y) \/ (x > y));
(x <= y) <=> ((x = y) \/ (x < y));
(x > y) <=> ˜(x <= y);

� �
uses testerSafetyDT

automaton testerSafety
signature

internal move(ev:Event, pt: VL,
pd: VL, dt: VL, dd: VL)

output inDistr(t:VL, d:VL)
output notInDistr(t:VL, d:VL)

states
tr: VL := vl0,
dis: VL := vl0,
stateOfAgent: agtState := InitState

transitions
internal move(ev, pt, pd, dt, dd)

pre pt = tr
/\ pd = dis
/\ ( vl0 <= (pt + dt)

/\ (pt + dt) <= vl1)
/\ ( vl0 <= (pd + dd)

/\ (pd + dd) <= vl1)
/\ condition(stateOfAgent, ev,

pt, pd, dt, dd)
eff tr := tr + dt;

dis := dis + dd;
stateOfAgent

:= change(stateOfAgent, ev)

output inDistr(t, d)
pre tr < dis /\ t = tr /\ d = dis
eff tr := tr

output notInDistr(t, d)
pre ˜(tr < dis) /\ t = tr /\ d = dis
eff tr := tr� �

Figure 1: testerSafety: An Abstract System

(x < y) <=> ˜(x >= y);
CT > vl0;
CT < vl1;
D(t, d) <=> ((t-d) < vl0);
T(t, d, ct) <=> ((t-d) >= ct);
U(t, d, ct)

<=> (˜D(t, d) /\ ˜(T(t, d, ct)))

and this kind of description is called a trait. The trait VL is
for the set of real numbers whose domain is [−1, 1]. In this
trait, several constants and operators are introduced; for ex-
ample, constants vl0 and vl1 are respectively for 0 and 1 in
sort VL. CT is a term for the cooperation threshold. Addition
+, subtraction -, an unary operator for negative numbers -,
comparison operators <, >, <= and >=, and the function for
absolute value abs are defined as usual.

Predicates D(t, d), T(t, d, ct) and U(t, d, ct)
are true if observation (t, d) is in the distrust region, the
trust region and the untrust region, respectively; note that ct
is a parameter for the cooperation threshold.

4.2 Specifying And Proving Safety Property

We introduce Fig. 1’s I/O-automaton testerSafety to de-
fine a trust safety property. The automaton has three actions:

• move(ev, pt, pd, dt, dd): enabled if event
ev occurs and the two-dimensional trust value changes
from (pt, pd) to (pt+dt, pd+dd);
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� �
testerSafetyDT: trait

includes VL

introduces
condition: agtState, Event,

VL, VL, VL, VL -> Bool,
InitState: -> agtState,
AnotherState: -> agtState,
change: agtState, Event -> agtState

asserts with st: agtState, ev: Event,
pt, pd, dt, dd: VL

condition(st, ev, pt, pd, dt, dd)
<=> ˜D(pt, pd) /\ ˜D(pt+dt, pd+dd)� �

Figure 2: Datatype for testerSafety

• inDistr(t, d): enabled if trust value (t, d) is
in the distrust region; and

• notInDistr(t, d): enabled if trust value (t, d)
is not in the distrust region.

Note that actions inDistr and notInDistr are special
actions for analyzing trust transitions. If action inDistr
does not appear on any trace, the automaton will not go to the
distrusted region.

The transition of trust values is determined only by action
move, and the action is enabled if predicate condition in
the pre-part is true. The predication condition is intro-
duced in Fig. 2’s testerSafetyDT, and it is defined as

condition(st, ev, pt, pd, dt, dd)
<=> ˜D(pt, pd) /\ ˜D(pt+dt, pd+dd)

in this study. This condition means that “The observation
(pt, pd) of the current state and the observation (pt +
dt, pd + dd) of the next state are neither in the distrust
region.” It is important for verifiers that the correctness of au-
tomaton testerSafety can be checked easily. Actually,
testerSafety is small and simple. Moreover, with the
condition predicate above, we can easily see that there
is no occurrence of inDistr in testerSafety’s traces;
this leads to the correctness of testerSafety.

An example of event sequence from testerSafety is:

notInDistr(vl0, vl0).
move(get mes(usrA, "hello"),

vl0, vl0, vl0.3, vl0.2).
notInDistr(vl0.3, vl0.2).

In the initial state, both of the trust and distrust degrees are
0; that is, we have (tr, dis) = (vl0, vl0). In this
case, tr < dis holds, and this allows an occurrence of event
notInDistr(vl0, vl0). Then, after the occurrence of
event get mes, the pair of trust and distrust degrees becomes
(vl0.3, vl0.2), where constants vl0.3 and vl0.2 in
sort VL represent 0.3 and 0.2 respectively. In the resulting
state, the distrust degree still does not exceed the trust degree,
thus event notInDistr(vl0.3, vl0.2) can occur.

In the specification of Fig. 1, we have variables dt and
dd in action move. They are variables of sort VL, and the

definitions in trait VL restrict their values to be in [−1, 1].
Additionally, dt and dd should be the values which satisfy
both of values pt + dt and pd + dd are in [0, 1]. This
condition is written in the precondition part of move.

Automaton testerSafety can be translated into first-
order logic formulae, and a safety property can be proven with
Larch Prover (LP) [14]. In the following we prove the safety
property that “For any state s of testerSafety, if s is
reachable then the two-dimensional trust value at s is not in
the distrust region.” This is formally described as:

(\A st:States[testerSafety]
(reachableAbst(st)
=> ˜D(st.tr, st.dis))).

Proving this formula is equivalent to proving two conditions

(\A st:States[testerSafety]
(start(st) => ˜D(st.tr, st.dis)))

and

(\A st:States[testerSafety]
(\A at:Actions[testerSafety]

(reachableAbst(st)
=> (( enabled(st, at)

/\ ˜D(st.tr, st.dis))
=> ˜D(effect(st, at).tr,

effect(st, at).dis))))).

This is to prove a trust safety property by induction on the
length of execution sequences; the first condition represents
a base case, and the second condition is an induction step.
From this, we have ˜D(st.tr, st.dis) for any reach-
able state st of testerSafety. This means inDistr is
not enabled at st. Therefore, we obtain the following lemma.

Lemma 1 Every trace of I/O-automaton testerSafety
does not have any occurrence of action inDistr. �

In this sense, testerSafety never goes to the region of
distrust; this leads to a trust safety property.

4.3 Specifying Communication System And
Safety Proof by Trace Inclusion

4.3.1 Specification of Communication System

We consider a specification bbdSystem of a communica-
tion system; see Fig. 3. This communication system sends a
message to an online bulletin board after evaluating the user’s
trust value. The system receives a message from a user by
action get mes and evaluates the trust value of the message
with actions discard mes and approve mes. If the trust
value in the next state reaches the distrust region when writ-
ing the message to the bulletin board, the message is not sent
and discarded by discard_mes. Otherwise, the message is
written to the bulletin board by actions approve_mes and
say. Actions inDistrC and notInDistrC are special
actions to discuss the trust values, and they correspond to ac-
tions inDistr and notInDistr of testerSafety.

Automaton bbdSystem uses a datatype defined in the
trait bbdSystemDT shown in Fig. 4. This trait employs
Sequence(MES), which defines a message queue.
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� �
uses bbdSystemDT

automaton bbdSystem
signature

input get_mes(i:ID, m:MES)
internal discard_mes(i:ID, m:MES)
internal approve_mes(i:ID, m:MES)
output say(i:ID, m:MES)
output inDistrC(t:VL, d:VL)
output notInDistrC(t:VL, d:VL)

states
tr: VL := vl0,
dis: VL := vl0,
flg: Bool := false,
mesQ: Seq[MES] := empty

transitions
input get_mes(i, m)

eff mesQ := mesQ ||
(packet(i, m) -| empty)

internal discard_mes(i, m)
pre ˜flg

/\ mesQ ˜= empty
/\ packet(i, m) = head(mesQ)
/\ ((tr + evalTr(tr, m))

-(dis + evalDis(dis, m)))
< vl0

eff mesQ := tail(mesQ)

internal approve_mes(i, m)
pre ˜flg

/\ mesQ ˜= empty
/\ packet(i, m) = head(mesQ)
/\ ((tr + evalTr(tr, m))

-(dis + evalDis(dis, m)))
>= vl0

eff flg := true

output say(i, m)
pre flg /\ mesQ ˜= empty

/\ packet(i, m) = head(mesQ)
eff tr := tr + evalTr(tr, m);

dis := dis + evalDis(dis, m);
mesQ := tail(mesQ);
flg := false

output inDistrC(t, d)
pre tr < dis /\ t = tr /\ d = dis
eff tr := tr

output notInDistrC(t, d)
pre ˜(tr < dis) /\ t = tr /\ d = dis
eff tr := tr� �

Figure 3: bbdSystem: A Concrete System

We introduce functions evalTr and evalDis for calcu-
lating the degree of trust and the degree of distrust, respec-
tively, though the concrete definitions of these functions are
not given in this paper; we only give the constraints on these
functions. For function evalTr, we employ a constraint

(\A tr:VL
((vl0 <= tr /\ tr <= vl1)
=> (\A m:MES

( vl0 <=
(tr + evalTr(tr, m))

/\ (tr + evalTr(tr, m))
<= vl1))))

for the degree of trust to be in [0, 1]. For evalDis, a similar
condition is introduced.

4.3.2 Safety Proof by Trace Inclusion

We replace bbdSystem’s observable actions get_mes and
say with internal actions of the same name; the resulting

� �
bbdSystemDT: trait

includes VL, Sequence(MES)

introduces
packet: ID, MES -> MES
evalTr: VL, MES -> VL
evalDis: VL, MES -> VL
getMesFromPacket: MES -> MES

asserts with tr, dis: VL, i:ID, m: MES
(\A tr:VL

((vl0 <= tr /\ tr <= vl1)
=> (\A m:MES

( vl0 <=
(tr + evalTr(tr, m))

/\ (tr + evalTr(tr, m))
<= vl1))));

(\A dis:VL
((vl0 <= dis /\ dis <= vl1)
=> (\A m:MES

( vl0 <=
(dis + evalDis(dis, m))

/\ (dis + evalDis(tr, m))
<= vl1))));

getMesFromPacket(packet(i, m)) = m;� �
Figure 4: Datatype for bbdSystem

automaton is called bbdSystem\{get mes,say}. If we
prove the existence of a binary relation called a forward sim-
ulation from automaton bbdSystem\{get mes,say} to
automaton testerSafety, then we have a trace inclusion

traces(bbdSystem\{get mes,say})
⊆ traces(testerSafety)

from Theorem 3.10 of [9]. From Lemma 1, every trace in
traces(testerSafety) does not have any occurrence of
action inDistr. Hence, if we prove a trace inclusion, every
trace in traces(bbdSystem\{get mes,say}) does not con-
tain inDistr; this leads to the absence of inDistr in
traces(bbdSystem).

A candidate binary relation for a forward simulation is de-
fined as follows:

fs(sb, st) <=> ( (sb.tr = st.tr)
/\ (sb.dis = st.dis)
/\ (sb.flg => X) )

where X =
( ((sb.tr

+ evalTr(sb.tr,
getMesFromPacket(head(sb.mesQ))))

- (sb.dis
+ evalDis(sb.dis,

getMesFromPacket(head(sb.mesQ)))))
>= vl0)

To prove that binary relation fs is a forward simulation, we
should prove the initial state condition

(\A sb:States[bbdSystem]
(start(sb)
=> (\E st:States[testerSafety]

(start(st) /\ fs(sb, st)))))

and step correspondence condition
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(\A sb:States[bbdSystem]
(\A sb’:States[bbdSystem]
(\A st:States[testerSafety]
(\A ab:Actions[bbdSystem]

(reachableAbst(st)
=> ((fs(sb, st) /\ step(sb, ab, sb’))

=> (\E st’:States[testerSafety]
( steps(st, ab, st’)
/\ fs(sb’, st’)))))))))

with a theorem proving tool. This leads to the following
lemma.

Lemma 2 Binary relation fs(sb, st) is a forward sim-
ulation from automaton bbdSystem\{get mes,say} to
automaton testerSafety. �

Summarizing, we have the following result.

Theorem 1 Every trace of I/O-automaton bbdSystem does
not have an occurrence of action inDistr.

Proof: Proven by Lemmata 1 and 2. �

Consequently, a trust safety property has been shown for au-
tomaton bbdSystem.

5 Conclusion

In this paper, we discussed how to analyze transitions of two-
dimensional trust values. Specifically, we employed a theory
of distributed algorithms to formalize trust safety properties
such as “Any transition does not lead to the distrust region,”
or “After reaching some region other than the distrust region,
the system never goes to the distrust region.”

We cannot say that it efficient to theorem-prove the condi-
tion for trust safety property of each automaton. In this paper,
we employed I/O-automata to represent a trust safety prop-
erty, and applied a proof method for trace inclusion. This
enables us to verify trust safety properties efficiently. Further-
more, with simple examples, we empirically demonstrated
that it is possible to verify trust safety properties with auto-
matic theorem provers.
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Abstract - Sonification is the communication of variable

data by means of sound. It can be used as an alternative or

augmentation of visualization. In this paper we describe and

evaluate a sonification approach that communicates the loca-

tion of a target in three dimensional space. This is achieved

by thorough consideration of auditory perception in our soni-

fication. An experiment with passive listeners reveals that the

sonification is readily interpretable. Listeners are able to iden-

tify the direction and distance along the single dimensions.

This renders the sonification suitable for interactive naviga-

tion tasks in three dimensional space.

Keywords: sonification, auditory display, digital signal pro-

cessing, psychoacoustics, human-computer interaction

1 INTRODUCTION

Sonification is a systematic transformation of data to sound.

An overview can be found in The Sonification Handbook [1].

Interactive sonification is the real-time sonification of data

that can be manipulated by the user. In the case of navigation

sonification the location of a target relative to the location of

the user is sonified. Navigation sonification guides the user

towards a desired target location. Several approaches towards

navigation in one-[2], two-[3, 4], and three dimensional [5, 6]

space exist. Some leverage spatial audio; the location of the

target is represented by a virtual sound source whose location

coincides with the target location. This can be achieved us-

ing headphones [7] or loudspeaker arrays [6]. An alternative

is to use monophonic sound [2, 8]; different characteristics

of the sound represent different directions. The magnitude

of the characteristic represents the distance along that direc-

tion. Potential application areas include guidance of pedestri-

ans [7], image guided surgery and neuronavigation [9, 10],

surgical training [11], piloting [12], car parking assistance

[13], and audible motor feedback for neuromotor rehabilita-

tion [14, 15].

To date, virtually no navigation sonification method fulfills

all requirements for precise and accurate navigation in three

dimensional space, which are

1. Three Dimensions

2. Orthogonality

3. Clear Reference

4. High Resolution .

For three dimensional navigation, the three spatial dimensions

need to be represented by means of at least three characteris-

tics of sound. Assigning spatial input data to a certain audio

output parameter is referred to as mapping. Many navigation

sonification approaches are restricted to one or two dimen-

sions [2, 3, 4]. One reason for that may be the fact that it is dif-

ficult to create a sound with orthogonal characteristics. Here,

orthogonality does not refer to independent audio parameters

but to independent listening impressions, as described in psy-

choacoustic literature [16]. Orthogonality means that each or-

thogonal spatial dimension has to be represented by a sound

attribute, which is independent of the attributes that represent

other dimensions. Physically orthogonal attributes of sound,

like frequency and amplitude, interfere perceptually. Both

can affect the perceived pitch and loudness. Hence, sonifi-

cation designers use psychoacoustic signal processing [5, 17]

to map dimensions to orthogonal perceptual sound attributes,

like pitch/loudness/brightness [15] or the three perceived spa-

tial dimensions [6]. The first approach has the disadvantage

that there is no natural zero for pitch, loudness, and bright-

ness. Therefore, the target pitch, loudness, and brightness

have to be pre-defined. Then, either the user learns and mem-

orizes them to navigate, or the navigation sonification is inter-

rupted to play a reference sound, i.e., the target sound. This

way the user can compare the two to derive the direction and

distance of the target. In the first case, there is no clear ref-

erence, because our memory for absolute pitch, loudness and

brightness is weak. In the latter case, the temporal resolution

is degraded because the sonification is interrupted by the tar-

get sound. When leveraging spatial audio for navigation as

in [7, 6], the resolution is relatively low along some dimen-

sions: even though we may be able to distinguish about 50
azimuth angles, the resolution along the altitude dimension

and the distance is much lower [18]. That is the reason why

[6] added monaural cues in addition to spatial audio for three

dimensional navigation.

Recently, we presented a monophonic sonification approach

which aims at fulfilling all the above-mentioned requirements.

Details and demonstration videos can be found in [5]. The pa-

per at hand reports initial results of a user study to evaluate the

approach. First, we briefly describe the mapping principles

between physical directions and distances and audible sound

characteristics. Then, we describe the experiment setup, fol-

lowed by a presentation of the results, a brief discussion and

a conclusion.

2 SONIFICATION

The monophonic sonification for navigation in three di-

mensional space maps spatial directions to different charac-

teristics of a sound. The distance along each direction is rep-

resented by the magnitude of each characteristic. Details of

the implementation, including the psychoacoustic signal pro-
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cessing and some demonstration videos, can be found in [5].

The sonification core resembles our two dimensional sonifi-

cation [4, 3]. However, a third dimension has been added.

Figure 1 visualizes the sonification principle metaphori-

cally. It illustrates the current location of a user at the origin

of a coordinate system. The current location is represented by

a red cursor. The graphic shows how the sonification sounds

when a target lies at the respective location within the three

dimensional space.

Figure 1: Sonification of a target location relative to the cur-

rent location (red cursor). The x-dimension is related to pitch,

the y-dimension to beats and roughness and the z-dimension

to brightness and fullness.

The x-dimension is represented by pitch change [19]. When

a target lies to the right, the pitch rises. The further to the

right, the faster the pitch rises. When it lies to the left, the

pitch falls accordingly. Only at the target x-location the pitch

is steady. A so-called Shepard tone [20] is leveraged to achieve

this. It can create the auditory illusion of an infinite pitch rise

or fall. In contrast to pitch itself, pitch change has a natural

zero, which is a steady pitch.

The y-dimension is divided in two: when the target lies

above, the loudness of the sonification will alter frequently,

referred to as beats [19]. The beat frequency communicates

how far above the target lies. The faster the beats, the fur-

ther does the target lie above. The sensation of beats results

from slow amplitude modulations of traveling waves inside

the cochlea, which can be created by slow (< 10 Hz) ampli-

tude modulations of audio signals [21, ch. 4]. Just like pitch

change, beats have a natural zero, which is a constant loud-

ness. When the target lies below, the sonification will sound

rough [22, 23]. Roughness is also referred to as sensory dis-
sonance [19]. Roughness is a sensation that arises from fast

(15 < fm < 150 Hz) amplitude fluctuations fm of the travel-

ing waves inside the cochlea. Such fluctuations can be created

by means of frequency modulation with a constant modula-

tion frequency of 50 Hz. All carrier frequencies are modu-

lated by fm = 50 Hz, which creates sidebands equally dis-

tributed around the carrier frequencies. Even though rough-

ness does have a natural zero, it is contextual: After hearing

a very rough sound, even mild roughness may appear as per-

fectly smooth to a listener. After hearing a perfectly smooth

sound, the same mild roughness may be obvious for the lis-

tener.

The functionality of these two dimensions has already been

demonstrated in experiments with passive listeners [24, 25]

and active users [3, 4]. Already passive users were able to

attribute a sonified target to the correct region on a map with

16 regions. Here, the average hit-rate was 41%, while the

chances to guess the correct field were 6.25%. In an interac-

tive experiment users found no less than 92% of the targets.

The z-dimension is also divided in two: when the target lies

in front, the sonification will sound less full [22]. The sensa-

tion of auditory fullness is related to its bandwidth. Fullness

is also referred to as volume or sonority [22]. At the target

the sonification sounds full. It contains 12 frequencies. The

further away the target lies to the front, the lower the ampli-

tude of the outermost frequencies becomes. A target far to

the front contains three carrier frequencies only. When the

target lies in the rear, the sound becomes bright. Brightness

is also referred to as sharpness [16, 23] and is closely related

to the spectral centroid; the further to the rear, the brighter the

sound. Both fullness and brightness only exhibit a vague nat-

ural zero. This means the target fullness and brightness have

to be memorized for proper navigation.

The strength of mapping principle is that it is intuitive in

interactive use. The further the user moves away from the

target, the less pleasing [16, 26] the sound becomes: fast

pitch changes sound siren-like, fast beats sound chopped, a

high degree of roughness is an indicator of inharmonicity, low

fullness sound like budget loudspeakers and a high degree of

brightness sounds shrill. When moving away from the target,

the user recognizes that the sound becomes more and more

annoying and stressful.

3 METHOD

At the moment we are carrying out experiments with pas-

sive listeners. The experiment resembles the one that we have

carried out to evaluate our two dimensional sonification [24,

25]. The results of the previous experiments demonstrated

that these two dimensions are in fact readily interpretable and

orthogonal. With the new experiment we aim at evaluating

whether the new, third dimension (the z-dimension) is also

orthogonal to the previous ones. If so, the direction and dis-

tance along the new dimensions should be interpretable even

in the presence of the other two dimensions. To test this, we

assign each participant to one of three groups. Each group is

assigned to one of the three two dimensional pairs, i.e., x-y,

x-z and z-y. This makes the results comparable to the re-

sults of the previous study. Furthermore, it is easier for users

to learn and evaluate only two dimensions at a time. Experi-

ments with three dimensions would take much longer, which

is inefficient at this early stage of evaluation.

Each participant has the same task in two dimensional space,
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but with different sonification metaphors. First, the sonifi-

cation principles are explained to the participants, axis by

axis. Then, the participants can explore each axis interac-

tively, by moving a visible target along an axis with a com-

puter mouse. After this explanation and exploration phase,

which took about five minutes, the actual task is explained to

the participants. We show them a map with 16 fields. The

same map is also visible in the background of Figs. 2 to 4.

The current location is the origin of the coordinate system.

Each of the 16 fields lies either slightly to the left or right

and up or down (the inner circle), far towards both orthogonal

directions (the four outer fields), or slightly towards one di-

rection and far towards the other (the ring in the middle). One

sound is be played to them, representing an invisible target in

either of the fields. The task of the participant is to interpret

the sound and click on the target field with a cursor. No feed-

back is given. After clicking in one field, the next sound is

played. We tell them that the order of fields was random, and

that it was possible that some fields might not be sonified at

all, sonified once, or even several times. However, we assured

that each target would be played at least once to each partici-

pant. The participants are allowed to listen to the sonification

as long as desired and adjust the volume according to their

needs. Twenty sounds are played to each participant.

Group 1 is a reference group. They solve the task in the

x-y-plane, illustrated in Fig. 2. The experiment resembles

the experiment described in [24, 25]. Group 2 solves the task

in x-z-plane, i.e., they tests the new dimension against the x-

dimension as shown in Fig. 3. Group 3 solves the task in

z-y-plane, i.e., they tests the new dimension against the y-

dimension as as illustrated in Fig. 4.

Figure 2: Sonification metaphors and map for group 1: the

x-y plane.

So far we tested N = 12 participants. Each participant is

assigned to one of three groups, i.e., we have 4 participants

per group. The initial results of the ongoing study are pre-

Figure 3: Sonification metaphors and map for group 2: the

x-z plane.

Figure 4: Sonification metaphors and map for group 3: the

z-y plane.

sented and discussed in the following sections. Note, how-

ever, that the number of participants is too low to generalize

the results and draw conclusions. In our previous experiment

[24, 25] one out of 7 participants performed at chance level

and we observed large inter-individual differences in other

sonification studies as well [4, 27]. Hence, the reported ini-

tial results give a first indication of the suitability of the z-

dimension, but they are not robust against outliers with ex-

ceptionally good or poor performance.
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Group 1 2 3
Plane x-y x-z z-y
hits 72.5% 56.25% 53.75%

neighbor 20% 33.75% 36.25%

x-direction 95% 95% —

y-direction 98.75% — 97.5%

z-direction — 93.75% 95%

quadrant 93.75% 88.75% 92.5%

Table 1: Results of the experiment per group.

4 RESULTS

The results of the experiment are summarized in Table 1.

Obviously, participants in all groups performed much better

than random guesses: All three groups hit the target field in

over 53% of all trials. Chances to guess the correct field are

1/16 = 6.25%. In 20 to 36% of the trials the direct neigh-

bor of the target field was selected by the participants. The

correct direction along each single dimension was chosen in

over 93% of all trials. The correct quadrant was chosen in 88
to almost 93% of all trials.

Overall, the performance of group 2 and 3 is in a similar

range as group 1. One exception is the hit rate, which is much

higher in group 1. However, the hit rate of group 1 is also

much higher than in our previous study [24, 25], where the

hit rate was 41%. The hit-rate of the individual users ranged

from 30 to 90% in group 1, 15 to 85% in group 2, and 50 to

60% in group 3. This large variety of individual performances

is evidence that experiments with a larger group are necessary

to average out the exceptionally high or low performance of

individual participants.

5 DISCUSSION

The results indicate that participants readily interpret each

of the dimensions, even in the presence of a second dimen-

sion. In most cases they found the correct quadrant, i.e., they

were able to distinguish the different sound characteristics

well. This indicates that the sound characteristics are in fact

approximately orthogonal in perception. The high hit-rate of

over 53% indicates that the participants were also readily able

to distinguish the two distances along each direction. This is

a first indication of a high resolution. However, further exper-

iments are necessary to evaluate the resolution of the dimen-

sions.

If the results with more participants show a significantly

higher hit rate in the x-y-plane than in the other planes, we

will have to find out the reasons for that and act accordingly.

If the results with more participants are promising, an inter-

active experiment as described in [8], and more thoroughly

discussed in [4], will follow. If one or both directions of the z-

dimension turn out to be uninterpretable during the presence

of one or both directions of the x- or y-dimension, we will

modify or replace the sonification of the directions accord-

ingly. In [5] we already discussed options to modify the soni-

fication. To our subjective impression, the fullness metaphor

is the weakness of the three dimensional sonification. De-

pending on its implementation it is either not perfectly or-

thogonal to the beats or brightness directions, or it has a low

resolution.

To this point it seems that we have successfully derived and

implemented a monaural sonification for three dimensional

navigation. After testing more participants we will be able

to conclude if one or both of the new half-dimensions fulfill

the requirements for three dimensional navigation or if further

improvements are necessary.
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Abstract -Social network services (SNSs) are widely 
used to enrich communication. An important feature of 
many SNSs is that they enable accounts and posts to be 
anonymous. Anonymity has benefits and drawbacks. It 
enhances privacy, but if it is compromised, people who rely 
on anonymity can be negatively affected. Anonymity 
encourages people cause malicious behaviors such as 
revealing confidential information and posting offensive 
contents. Clarifying the limitation of SNS anonymity is 
therefore important to warn people of the privacy risks and 
to deter them from the illegal behaviors.   
Related work on clarifying the limitations of SNS 
anonymity has focused on identifying accounts on different 
SNSs that belong to the same person. The work reported 
here focused on linking SNS accounts to real people, i.e. to 
data that directly represent them, such as the information in 
resumes. The linking is bidirectional: given an anonymous 
SNS account, the owner can be identified, and given a 
person’s name, the person’s anonymous SNS account can be 
identified. The method infers the profile of the unknown 
owner of an SNS account and compares the inferred profile 
with the information in each available resume. Machine 
learning is used to estimate the probability of the account 
owner having the attributes described in each resume. The 
proposed method was evaluated using the resumes and 
anonymized Twitter accounts of 78 volunteers, showing that 
anonymity may be compromised even when a small number 
of SNS posts are available or when SNS accounts are hidden 
in a large number of noise accounts.  

Keywords: Privacy, Security, De-anonymization, Profiling, 
SNS 

1 INTRODUCTION 

Social network services (SNSs) are widely used to enrich 
communication. They are used not only for communication 
among friends and family members but also for job hunting, 
marketing, branding, and political communication such as 
among political activists. An important feature of many 
SNSs is that they enable accounts and posts to be 
anonymous. Anonymity has benefits and drawbacks. It 
enhances privacy, which promotes free expression of 
opinions. However, if it is compromised, people who rely on 
anonymity can be negatively affected such as by being 
criticized or even by being intimidated. Anonymity can also 
encourage people to behave maliciously such as by 
revealing organization’s confidential information or posting 
offensive contents. Clarifying the limitations of SNS 
anonymity is therefore important for making people aware 
of the privacy risks and deterring bad actors from behaving 
maliciously.  

The limitations of SNS anonymity have been actively 
studied in the areas of de-anonymization and re-
identification [1–10]. Methods previously studied, however, 
focused on identifying accounts on different SNSs that 
belong to the same person. They are thus indirect because 
knowing that account-1 and account-2 are used by the same 
person does not directly reveal the person’s identity. 

In contrast, the work reported here focused on linking SNS 
accounts to real people, i.e. to data that directly represent 
them, such as the information in resumes. The linking is 
bidirectional: given an anonymous SNS account, the 
owner’s resume can be identified, and given a person’s 
resume, the person’s anonymous SNS account can be 
identified.  

While an SNS account has posts of natural-language texts 
and pictures, a resume is basically a list of keywords (e.g. 
names of schools from which the person graduated). 
Because an SNS and a resume contain different kinds of 
data, they cannot be linked straightforwardly. Our proposed 
method infers the profile of the unknown owner of an SNS 
account and compares the inferred profile with the profile 
described in each available resume. Machine learning is 
used to estimate the probability of the account owner having 
the attributes described in each resume. The method was 
implemented and evaluated using the resumes and 
anonymized Twitter accounts of 78 volunteers to determine 
its effectiveness.  

Our contributions are summarized as follows. 

 Our proposed method links SNS accounts to resumes
that directly and uniquely represent real-world people. It
therefore shows the limitations of SNS anonymity more
clearly than previous methods.

 The method is novel in using profiling to match different
kinds of data, i.e. data in SNS posts and in resumes.

 Evaluation of the method demonstrated that anonymity
can be compromised even when only a small number of
SNS posts (e.g. 63 posts per account) are available or
when SNS accounts are hidden within a large number of
noise accounts (e.g. 100,000 accounts).

Section 2 of this paper analyses related work. Section 3 
presents an overview of our research. Section 4 describes 
the design and implementation of our linking method. 
Section 5 describes the dataset used in our evaluation, and 
Section 6 describes the evaluation. Section 7 summarizes 
our achievements and mentions future work.  
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2 RELATED WORK 

2.1 De-anonymization of SNS accounts 

Methods for de-anonymization of SNS accounts can be 
classified into two types, those based on relationships 
between users and those based on the features of each SNS 
account. Early methods were relationship based. In 2007, 
Backstrom et al. reported that they had de-anonymized 
anonymous SNS accounts on a social network by searching 
the network for subgraphs of known human relationships 
and identifying the subgraph nodes that represented users 
and friends [1]. In 2009, Narayanan et al. reported a method 
based on subgraph matching for linking Twitter accounts to 
the Flicker accounts of the same users [2]. Though interest 
in graph-matching-based methods waned in the early 2010s, 
it has recently resurged. In 2014, Niliadeh et at. reported an 
improved subgraph-matching algorithm that maintains 
precision even when fake nodes and edges are incorporated 
into the graphs of the two SNSs for which accounts are to be 
linked. They first divided the two target graphs into 
subgraphs representing communities, then matched the 
communities in the two corresponding subgraphs, and then 
matched the nodes and edges [3]. Gulyas et al. improved the 
algorithm’s precision by incorporating a new similarity 
metric [4][5]. Lee et al. further improved the accuracy of 
subgraph matching by using machine learning to tune the 
similarity metrics [6].  

The feature-based methods include the one reported in 
2012 by Goga et al. Their method identifies accounts in 
different social networks (Yelp, Twitter, Flickr, and Twitter) 
belonging to the same person by analysing the features of 
the posts (geo-location, timestamp, writing style, etc.) [7]. 
Heuristics are used to quantify the similarity between 
accounts in terms of each feature, and then a machine-
learning algorithm using binary logistic regression is used to 
quantify total similarity. In the same year, Narayanan et al. 
reported the identification of blogs posted by the same 
person. The identification was done by using machine-
learning algorithms including SVM and linear discriminant 
analysis to quantify writing style similarity [8]. In 2014, 
Almishari et al. reported the identification of Twitter 
accounts used by the same person by using a naïve Bayes 
classifier to quantify writing style similarity [9]. In 2016, 
Overdorf et al. reported the identification of blogs, Twitter 
feeds, and Reddit comments posted by the same person. 
They overcame the difficulty of cross-domain linking (such 
as large differences in sentence length) by using an 
ensemble of SVM and logistic regression [10].  

 2.2 Problems with Previous Methods 

Both types of methods (relationship-based and feature-
based) link accounts and posts belonging to the same person. 
They thus do not work when the target person has only one 
SNS account. They do work when the person has two 
accounts either on one SNS or on two SNSs, but if both 
accounts are anonymous, they can only increase the amount 
of information about the target person. They cannot identify 
the person.  

The relationship-based methods do not work when the 
number of targeted persons is small, meaning that the 
targeted persons are represented by a small graph with few 
nodes that can be matched to many parts of the other graph. 
The feature-based methods use writing style as the main 
feature. They use a machine-learning algorithm to learn the 
writing style in posts on an SNS account and then check 
posts on other accounts to determine whether they have a 
similar writing style. This means that these methods work 
only for text data.  

3 LINKING SNS ACCOUNTS AND 
      PEOPLE 

3.1 Using Resumes 

Previous methods link an SNS account or post to another 
SNS account or post belonging to the same person and are 
thus insufficient to show the limitations of SNS anonymity. 
Our approach is to link an SNS account to a person in the 
real world. Because a computer cannot actually deal with a 
real person, we link an SNS account to data directly 
representing a person. We use resumes as the data source. A 
resume directly represents a person. Most organizations, 
such as companies and public institutes, have resumes for 
their members. Schools (elementary through university) 
have student data records that are similar to resumes. 
“Resumes” are thus readily available.  

An SNS account has posted text and picture data, account 
owner profile data, and meta-data. Although a resume may 
include a picture of the person, a picture of the account 
owner is not usually posted on an SNS account. It is thus 
difficult to link an SNS account and resume on the basis of 
pictures. The profile data and meta-data for an SNS account 
do not usually include information found in a resume. We 
therefore use text posted on an SNS account and compare it 
to the resume.  

3.2 Bidirectional Linking 

Our method links SNS accounts and resumes 
bidirectionally: given an anonymous SNS account, it 
identifies the resume of the account owner and, given a 
resume, it identifies the SNS account of the person 
described in the resume. Figure 1 (a) shows an example of 
linking an SNS account to a resume. In this example, we 
assume that an employee, Alice, revealed confidential 
company information on an anonymous account. The 
company uses our method to link the anonymous account to 
the resume of the revealer, thus identifying the revealer. 
From among all the resumes in the company’s files, the 
method determined that Alice’s resume is the one most 
likely to describe the person to whom the SNS account 
belongs.  

Figure 1 (b) shows an example of linking a resume to an 
SNS account. In this example, we assume that a job seeker, 
Bob, submitted a resume to the company. The company uses 
our method to link Bob’s resume to one of several candidate 
SNS accounts, enabling it to examine Bob’s posts. From 
among all the candidate SNS accounts, the method  
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(a) Application to security by linking account to resume 
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(b) Application to privacy by linking resume to account  

Figure 1: Examples of bidirectional linking. 
 

identified the account most likely used by the person 
described in the resume.  

3.3 Application to Security and Privacy 

Our method can be used for both security and privacy 
purposes. For security, as shown in Figure 1 (a), it can be 
used to identify a person who maliciously revealed 
confidential information, thus enabling the company to 
punish the revealer. The company can also use it to deter 
people from such revelations. Similarly, it can be used to 
deter people from posting copyrighted, bullying, or 
offensive content. On the other hand, our method can be 
used for maintaining privacy as well. As shown in Fig. 1 (b), 
it can be used to clarify the risk of a job seeker’s privacy 
being compromised, thus warning him or her of the privacy 
risk of using SNS anonymously. Similarly, it can clarify the 
risk of a candidate for promotion and an opponent of an 
organization of their anonymous SNS accounts being 
identified.   

4 LINKING METHOD 

 4.1 Technical Challenges 

Linking SNS accounts and resumes involves three 
technical challenges. The first is linking different kinds of 
data—texts posted on an SNS account consist of natural-
language sentences while a resume is basically a list of 
keywords representing the attributes of the person (such as 
names of schools from which the person graduated). Second, 

it is not easy to obtain resumes because resumes contain 
sensitive information. While it may be easy to obtain the 
resume of the target person, obtaining the resumes of other 
people may be difficult. Analysing and modelling the 
resume of the target person is difficult without using other 
resumes. Third, the number of posts differs greatly among 
accounts; thus, only a small number of posts may be 
available for some candidates.  

Because a resume does not include links to other people’s 
resumes, and there may be only a few resumes, we adopted 
feature-based linking rather than relationship-based linking. 
We use machine learning, which was recently applied to 
feature-based linking. We first considered building a model 
of a pair of SNS accounts and a resume, all belonging to the 
same person. Such a model could be used to determine 
whether posts on an anonymous SNS account and 
information in a resume belong to the same person. 
However, the machine learning for such building needs 
training data collected from SNS posts and resumes that 
belong to the same person, and collecting such training data 
is difficult.  

Next, we considered building a model of each resume that 
might be used to determine whether posts on an anonymous 
SNS account belong to the person described in the resume. 
However, the machine learning for this building needs 
training data collected not only from the resume of the target 
person but also from the resumes of other people as negative 
samples, and collecting such negative samples is difficult. 
Moreover, it is doubtful that a model learned from resumes 
could be successfully applied to SNS posts, which are quite 
different from the text in resumes.   

We also considered building a model of each anonymous 
SNS account that might be used to determine whether a 
resume described an account’s unknown owner. However, it 
is doubtful that a model learned from SNS posts could be 
successfully applied to resumes, which are quite different 
from SNS posts.  

4.2 Linking by Profiling 

To overcome the challenges mentioned above, we devised 
a method of linking based on profiling. Profiling the owner 
of an SNS account has been well studied, with machine 
learning being used to infer the attributes of the SNS owner, 
such as age, gender, and marital status [11], medical 
condition [12], and political affiliation, ethnicity, and coffee 
brand preference [13].  

Figure 2 illustrates the basic idea of our linking method. A 
resume describes the profile of a person. We therefore infer 
the profile of the owner of an SNS account and compare the 
inferred profile with that described in the resume to 
determine whether the owner of the SNS account is the 
person described in the resume.  

Figure 3 illustrates how our method works. It first extracts 
attributes and their values from the resume (gender=female, 
age=30s, hobby=dancing, and so on). Next, profiling is 
performed on the anonymous SNS account to estimate the 
probability of the account owner having the same attribute 
values (being female with a probability of 82%, being in 30s 
with a probability of 54%, loves dancing with a probability 
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Figure 2: Basic idea of proposed method. 
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Figure 3: Basic processes of proposed method. 

 of 91%, and so on). The probability is estimated by using 
machine learning, as detailed in Section 4.3. Finally, the 
probability estimated for each attribute is fused to quantify 
the probability of the anonymous owner of the SNS account 
being the person described in the resume. This process is 
done for each pair of SNS account and resume. On the basis 
of the probability of each pair belonging to the same person, 
each SNS account is linked to the resume that is most likely 
to belong to the same person.  

4.3 Using Machine Learning 

Figure 4 illustrates how machine learning is used to 
identify the person that is most likely to be the anonymous 
owner of an SNS account. We assume that we have resumes 
of the candidate SNS owners (Alice, Bob, and so on). If, for 
example, Alice’s resume states that Alice is female, in her 
30s, with dancing as her hobby, machine learning is used to 
build models of these attribute values. The model for Alice 
is composed of these models. A model for another person, 
e.g. Bob, is built similarly.  

When we want to de-anonymize the anonymous owner X 
of an SNS account, we input posts from this account into the 
model of each person. When the posts from an unknown 
account are input into, for example, Alice’s model, they are 
input into the model of each attribute values (models for 
woman, 30s, dance lover, and so on). The model of each 
attribute value outputs the probability of person X having 
the corresponding attribute value (e.g. the probability of X 
being female). This process is profiling of person X along 
with Alice’s resume. The probability output from the model 
of each attribute value is fused into the probability of person 
X being Alice. Similarly, the probability of person X being 
Bob, Carol, and so on is estimated. The method then selects 
the person with the highest probability as the person who is 
most likely to be person X.  

A model of an attribute value (e.g. model for woman) is 
built by machine learning with training data consisting of 
positive and negative samples. These samples are posts 
corresponding to the attribute value, e.g. posts of women  
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Figure 4: Inferring profile of SNS account owner using 
machine learning. 

and men. They are collected from public SNS accounts that 
are randomly selected.  

The problem of linking different types of data is thus 
solved by matching profiles inferred from the data. 
Moreover, the problem of a lack of negative training data 
(i.e. resumes of persons other than the target person) is 
solved by building models of attribute values described in 
the resume of the target person rather than building a model 
of the resume itself. Because these attribute values (gender, 
age, hobby, etc.) are general, we can collect training data 
from public SNS accounts.   

4.4 Implementation 

We considered two features of posts on SNS accounts: the 
number of times each word appears in the posts (the “bag-
of-words” feature) and the existence of each word in posts 
(the “binary” feature). We also considered several machine-
learning algorithms, linear SVM, SVM with a Gaussian 
kernel, naïve Bayes, logistic regression, random forest, and 
XGBoost. We selected the bag-of-words/XGBoost 
combination as it had shown the best performance in a 
preliminary evaluation. We considered the use of different 
types of words to build the bag-of-words: (1) nouns, (2) all 
words except stop words, (3) all words. Since “all words” 
had shown the best performance in a preliminary evaluation, 
we used all words in the bag-of-words. We extracted the 
words from posts by using the Mecab tool for natural 
language processing [14].  

We considered two methods for fusing the probability 
output from each attribute model to obtain the probability of 
the owner of the SNS account being the person described in 
the resume: (1) averaging and (2) using meta-learning to 
optimally combine the probability values. Though meta 
learning might have provided better precision, it would have 
needed extra training data, i.e. we would have needed not 
only training data for attribute-value models but also those 
for training the meta model. The training data for the meta 
model must have been pairs of SNS account and resume 
belonging to the same person but such data would have been 
difficult to collect as mentioned in Section 4.1. We therefore 
used simple averaging.  
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5 DATA DESCRIPTION 

 5.1 Sample Data from Volunteers 

Hereafter we abbreviate “social network account” as 
“account”. We obtained Twitter accounts and resumes from 
78 volunteers (27 students at our university and 51 other 
people (both students and working people). The tweets and 
resumes were originally written in Japanese and were 
translated into English when necessary. Figure 5 shows their 
demographics. We collected at most the 3000 latest posts 
from each of their accounts during May 2018. 

Figure 5: Volunteer demographics. 

The attributes in their resumes were determined by 
referring to the Japanese standard for the resumes of 
students seeking employment. We also included the attribute 
“type of job” for the working volunteers. We thus used ten 
attributes: (1) gender, (2) age interval, (3) current address, 
(4) hometown address, (5) educational history, (6) type of
job, (7) favourite subjects, (8) strong points, (9) hobbies and
clubs, and (10) qualifications. We used age interval instead
of birthdate because birthdate information is sensitive. Since
educational history is generally complex, we simply used
the university that the volunteers were attending or from
which they had graduated as representative information.
Some strong points, such as endurance and friendliness, are
difficult to model. We therefore recategorized some strong
points such as mathematics as a favourite subject or as a
hobby and ignored the remaining ones.

Not all volunteers provided information for all attributes. 
Some did not have some attributes (e.g. most students did 
not have a job), and some were reluctant to provide 
information for some attributes. Some volunteers had 
multiple values for favourite subjects, hobbies and clubs, 
and qualifications. For example, one volunteer had only one 
hobby (dancing) while another had three (traveling, playing 
football, and playing board games). The number of attribute 
values described in a resume thus depended on the volunteer. 
The number was 11.14 on average, with a minimum of 6, a 
maximum of 28, and a standard deviation of 3.7.  

Linking the accounts and resumes of the 27 students at our 
university was expected to be more difficult than linking 
those of the other 51 volunteers because the 27 students are 
quite similar to each other demographically. They were in 
one of two departments (informatics or electronics), which 
are in neighbouring buildings. Their current addresses are 
close to the university and close to each other. Because the 
Informatics and Electronics Departments share many 
subjects such as computer architecture, programming, and 
signal processing, they had similar favourite subjects. Their 

daily schedules were also similar. Thus, their SNS posts and 
resumes were similar.  

5.2 Training Data from Public Accounts 

As mentioned in Section 4.3, the model for each attribute 
value was built using positive and negative examples, i.e. 
posts from SNS accounts that did and did not have the 
attribute value. Collecting positive examples for training 
data was done automatically using the TwiPro tool [15], 
which searches the Internet for social network accounts for 
which the user profile includes a given attribute value (e.g. 
gender = female). While this search works for most attribute 
values, it cannot collect a sufficient number of examples for 
unusual attribute values such as “qualification = license for 
piloting small ships”. Collecting negative examples for 
training data was easier—the same tool was used to search 
for social network accounts for which the user profile did 
not include a given attribute value. We used accounts having 
more than 1000 posts and collected up to 3000 posts on each 
account. For each attribute value, we used 100 accounts for 
collecting positive examples and also 100 accounts for 
collecting negative example posts, except for the unusual 
attribute values. We built models of these unusual attribute 
values when examples from more than 10 accounts were 
available.   

6 EVALUATION 

 6.1 Linking Accounts to Resumes 

In the first experiment, our method linked each of the 78 
accounts to the resume describing the person most likely to 
be the same person as the anonymous owner of the account. 
As shown in Table 1, 39 accounts were correctly linked to 
the resume; i.e. for each of these accounts, the correct 
resume had the top score among the 78 resumes where the 
score is the probability calculated for each pair of account 
and resume as mentioned in Section 4.3. For 67 accounts, 
the correct resume was among the top 10%, and, for 72 
accounts, the correct resume was among the top 20%. Table 
1 also shows the results broken down by the 27 students at 
our university and the 51 other volunteers. 

Table 1: Number of accounts correctly linked to resumes 
All 78 

volunteers 
27 students at 
our university 

51 other 
volunteers 

 Top 39 (50%) 14 (51.8%) 28 (54.9%) 
Top 10% 67 (85.8%) 21 (77.7%) 44 (86.2%) 
Top 20% 72 (92.3%) 26 (96.2%) 46 (90.1%) 

We analysed the features of the 39 volunteers whose 
accounts were correctly linked to their resumes. The number 
of attribute values described in their resumes was 11.41 on 
average, with a minimum of 6 and a maximum of 28. As 
mentioned in Section 5.1, the number for all resumes was 
11.14 on average, with a minimum of 6 and a maximum of 
28. The number of attributes described in the resume thus
did not affect identifiability.

The 39 volunteers were classified into two types. The first 
type included those volunteers with at least one attribute 
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(a) Precision for 27 students at our university 
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(b) Precision for 51 other volunteers 
Figure 6: Precision with less data. 

value for which he or she was scored the highest. For 
example, one such person had “hometown = City A in 
Kumamoto Prefecture”. The model “hometown = City A in 
Kumamoto Prefecture” judged that the probability of the 
target person’s hometown being City A in Kumamoto 
Prefecture was 0.996 while the probability of any other 
person’s hometown being City A in Kumamoto Prefecture 
was less than 0.05. For another example, the model “hobby 
= archery” judged that the probability of the target person’s 
hobby being archery was 0.979 while the probability of any 
other person’s hobby being archery was less than 0.65.  

The second type included those volunteers with multiple 
attributes for which he or she was scored high. For example, 
the models “hometown = City B in Saitama Pref.”, “hobby = 
dancing”, and “hobby = playing keyboard” judged that the 
probability of one person having each of these attribute 
values was more than 0.9.  

Figure 6 shows the number of accounts that were correctly 
linked to a resume when we used less than all the tweets 
posted on each account. The number did not drop much 
compared with using all the tweets (average of 2352 tweets 
per account). Five out of 27 accounts (19%) of the students 
at our university and 12 out of 51 (24%) of the other 
volunteers were correctly linked even when we used only 
the latest 63 tweets. These results show that anonymity may 
be compromised even when a small number of posts are 
available.  

From Table 1, we can also see that the students at our 
university were more difficult to identify than the other 
volunteers. This is because they were similar to each other, 
as described in Section 5.1.  

 

 

6.2 Linking Resumes to Accounts 

In the second experiment, our method linked each of the 
78 resumes to the account for which the owner was most 
likely to be the person described in the resume. As shown in 
Table 2, 16 resumes were correctly linked; i.e. for each 
resume, the correct account had the top score among the 78 
accounts. For all resumes, the scores of the correct accounts 
were in the top 10%. We also attempted to link the 78 
volunteers to their accounts after their accounts were 
shuffled with 1000 randomly collected accounts (noise 
accounts). As shown in Table 2, 9 of the 78 resumes (12%) 
were correctly linked. The correct accounts for 59 resumes 
(76%) were in the 100 highest scoring accounts. The correct 
accounts for 12 resumes (15%) were in the 100 highest 
scoring accounts even when they were shuffled with 
100,000 noise accounts. Once the correct account had been 
included in 100 candidates, we could have manually 
scrutinized these candidates to identify the correct one. 
These results show that the anonymity of SNS accounts may 
be compromised even if they are hidden among a large 
number of noise accounts.   

Table 2: Number of resumes correctly linked to accounts 
when noise accounts were added 

No. of noise 
accounts 0 1000 10000 100000 

30000
0 

Top 16 (21%) 9 (12%) 5 (6%) 4 (5%) 1 (1%) 
Within 100 

highest 
 78 (100%)    59 (76%)     20 (26%) 12 (15%) 7 (9%) 

7 CONCLUSION 

We have developed a method for de-anonymizing SNS 
accounts to clarify the limitations of SNS anonymity. While 
previous methods linked accounts in different SNSs 
belonging to the same person, our proposed method links an 
SNS account to the resume of the account owner. Because a 
resume directly and uniquely represents a real-world person, 
our method shows the limitations of SNS anonymity more 
clearly than previous methods. Because most organizations 
have resumes for their members, our method is easy to 
implement.  

To link different types of data, i.e. SNS accounts and 
resumes, our method infers the profile of the unknown 
owner of each SNS account. It then compares the inferred 
profile with that described in each resume to identify the 
best-matched resume for each SNS account. Because our 
profiling uses models of attribute values rather than models 
of resumes, training data can be collected from public SNS 
accounts. Evaluation of the proposed method showed that 
anonymity may be compromised even when a small number 
of SNS posts are available or when SNS accounts are hidden 
in a large number of noise accounts.  

Future work includes improving the method for fusing the 
model attribute values by using meta-learning rather than 
simple averaging. It also includes extending the method to 
cope with cases in which only some of the resume 
information is available rather than all the information.  
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Abstract–– Because of the popularization of Social 

Networking Services (SNSs), it is possible to acquire large 

amounts of data in real-time. For this reason, various studies 

are being conducted to analyze social media data and to 

extract real-world events. Among them, a salient advantage 

of analysis using positional information is that one can 

accurately extract events from target areas of interest. We 

proposed a real-time analysis of tourist information by a 

simple method using a moving average of geotagged tweets 

on Twitter. However, data having position information in 

social media data remain few: the data amount might be 

insufficient for analysis. Therefore, we are assessing a 

method for real-time analysis using data with location 

information that has been accumulated over a certain period 

of time. In this research, we are studying a method of regional 

analysis by position information and time series change using 

tweets with Twitter position information. As a result, it may 

be possible to use it as a complement to the analysis method 

using moving averages proposed by us. Herein, we explain 

the results obtained from area analysis using the proposed 

method. 

Keywords: big data; big data utilization technology; location 

information; time series; Twitter 

1 INTRODUCTION 

In our everyday life, because of the wide dissemination and 

rapid performance improvement of various devices such as 

smartphones and tablets, diverse and vast data are generated 

on the web. SNSs have become especially popular because 

users can post data and various messages easily. Twitter [1], 

an SNS that provides a micro-blogging service, is used as a 

real-time communication tool. Numerous tweets have been 

posted daily by vast numbers of users. Twitter is therefore a 

useful medium to obtain, from a large amount of information 

posted by many users, real-time information corresponding to 

the real world. 

By analyzing the information sent by these SNSs, the 

possibility exists of obtaining useful information in real time. 

We are conducting research related to providing tourist 

information to travelers. Therefore, this study specifically 

examines the provision of real-time sightseeing information. 

Herein, we describe the provision of information to tourists 

using web contents. Such information is useful for tourists, 

but providing timely and topical travel information entails 

high costs for information providers because they must 

update the information continually. Today, providing reliable 

information related to local travel is not only strongly 

demanded by tourists, but also by local governments, tourism 

organizations, and travel companies, which bear high costs of 

providing such information. 

For that reason, providing current, useful, real-world 

information for travelers by ascertaining changes of 

information according to seasons and time zones of the 

tourism region is important for the travel industry. It is 

possible to disseminate information using the popular SNS, 

but organizations that can actually do the work are limited by 

human resources and cost. Therefore, analysis using an SNS 

that can provide useful data leading to real-time information 

provision is one means of overcoming this difficulty. 

To solve this problem, much research to analyze SNS data 

is currently being conducted. Research using Twitter is one 

branch of investigation. Because tweets comprise short 

sentences, a location can be estimated if a tweet includes the 

place name and the facility name, but if such information is 

not included, identifying the location from a tweet might be 

difficult. For this reason, research using tweets with location 

information or tweets which give location information in the 

tweet itself is being conducted. Because geotagged tweets can 

identify places, they are effective for analysis. Nevertheless, 

few geo-tagged tweets exist among the total information 

content of tweets. It is therefore not possible to analyze all 

regions. For that reason, we also use geotagged tweets to 

conduct research using information interpolation to estimate 

the position around the area that is not specified by the 

position information [2]. 

Currently, we are considering a method for real-time 

analysis by collecting temporal and spatial information for a 

certain period of time using only geotagged tweets, which are 

said to have a small amount of information. This report 

presents an experimental approach. 

The remainder of the paper is organized as follows. 

Chapter 2 presents earlier research related to this topic. In 

Chapter 3, we propose a method for real-time analysis using 

data collected for a certain period. Chapter 4 describes 
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experimentally obtained results for our proposed method and 

a discussion of the results. Chapter 5 presents a summary of 

the contributions and expectations for future work. 

2 RELATED WORK 

Various studies are being conducted using SNS position 

information. Omori et al. [3] proposed a method to extract 

geographical features such as coastlines using tags of photo 

sharing sites with geotags. Sakaki et al. [4] proposed a method 

to detect events, such as earthquakes and typhoons based on 

a study estimating real-time events from Twitter. By 

analyzing the Twitter text stream, Pratap et al. [5] proposed a 

solution to optimize traffic control by considering previous 

traffic analysis methodology and social data in real time. 

Various analytical methods have been proposed for analyzing 

SNS using position information and time series information. 

However, analysis of data in which large amounts of position 

information and time series information exist is mainly 

addressed. Few research efforts examine information using 

only a few data. 

Some research has examined visualization. Nakaji et al. [6] 

proposed using a geotagged and visual feature of a 

photograph and suggested a way to select photographs related 

to a given real event from geotagged tweets. They developed 

a system that can visualize real-world events on online maps. 

In the GeoNLP Project [7], we are developing a geotagging 

system that extracts location descriptions such as place names 

and addresses contained in natural language sentences. The 

system provides metadata about where the sentences are 

descriptions. It is also offered as open source software. These 

studies are very useful for extraction of specific designated 

events and for analysis of preregistered places. However, 

another discussion must be held about automatically 

extracting events and identifying new places. 

As described above, conducting research using geotagged 

tweets for places with small information amounts and new 

events and places represents a new approach. Therefore, this 

research was conducted to identify events and places in real 

time using accumulation of information and differences in 

space-time space. 

3 OUR PROPOSED METHOD 

This chapter presents a description of a method for target 

data collection using our method of real-time analysis with 

position information and time series information.  

3.1 Data collection 

Here, we explain the data collection target for this research. 

Geotagged tweets sent from Twitter are the collection target. 

The range of geotagged tweets includes the Japanese 

archipelago (120.0°E ≤ longitude ≤ 154.0°E and 20.0°N ≤ 

latitude ≤ 47.0°N) as the collection target. Collection of these 

data was done using a streaming Application Programming 

Interface (API) [8] provided by Twitter Inc. 

Next, we describe the number of collected data. According 

to a report by Hashimoto et al. [9], among all tweets 

originating in Japan, only about 0.18% are geotagged tweets: 

they are rare among all data. However, the collected 

geotagged tweets number about 70,000, even on weekdays. 

On some weekend days, more than 100,000 such messages 

are posted. We use about 423 million geotagged tweets from 

2015/2/17 through 2018/12/26. Therefore, we examined 19 

million geotagged tweets in Tokyo for these analyses.  

3.2 Preprocessing 

This chapter presents preprocessing after data collection. 

Preprocessing includes reverse geocoding and morphological 

analysis, with database storage for data collected using the 

process. 

Reverse geocoding identified prefectures and 

municipalities by town name using latitude and longitude 

information from the individually collected tweets. We use a 

simple reverse geocoding service [10] available from the 

National Agriculture and Food Research Organization in this 

process: e.g., (latitude, longitude) = (35.7384446N, 

139.460910W) by reverse geocoding becomes (Tokyo, 

Kodaira-Shi, Ogawanishi-machi 2-chome). In addition, based 

on latitude and longitude information of the collected tweets, 

data are accumulated by the same place. As data accumulate, 

the data are saved in mesh form as time elapses. 

Morphological analysis divides the collected geo-tagged 

tweet morphemes. We use the “Mecab”  morphological 

analyzer [11]. As an example, “桜は美しいです” 

(“Cherry blossoms are beautiful.” in English) is divisible 

into "(桜 / noun), (は / particle), (美しい / adjective), (です / 

auxiliary verb), (。 / symbol)". 

Preprocessing performs the necessary data storage from the 

result of data collection, reverse geocoding, and 

morphological analysis processing. Data used for this study 

are the tweet ID, tweet posting time, tweet text, morpheme 

analysis result, latitude, and longitude.  

3.3 Analysis method 

This chapter presents a description of the method of real-

time analysis using position information and time series 

information. 

The analytical method we proposed has the following three 

stages. 

1. Extraction of places by fixed point observation 

2. Analysis considering the time series based on 1 

3. Analysis using co-occurring words of 2 

Therein, 1 is an estimate of the location derived from 

stationary observation. At such spots, even in places with few 

tweets, one can discover the location through long-term 

observation. This method does spot extraction by adding 

geotagged tweets including specific keywords for long 

periods at every latitude and longitude. 

As presented above, 2 is a method of extracting new spots 

using spot information accumulated over a long period as a 

baseline, by consideration of the time series and finding 

differences. 

As shown above, 3, time series analysis including co-

occurrence words in 2 and for keywords used in 1 is 

performed using the results of morphological analysis of 

tweets. It is a method used because differences in latitude, 
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longitude, and time series alone might be insufficient to 

extract differences in data. 

Through analyses using these proposed methods, we aim 

to capture real-time changes in specific areas. 

4 EXPERIMENTS 

This chapter presents a description of a real-time analysis 

experiment using the method proposed in Chapter 3. 

4.1 Dataset 

Datasets used for this experiment were collected using 

streaming API, as described for data collection in 3.1. Data 

are geo-tagged tweets from Tokyo during 2015/2/17 – 

2018/12/26. The data include about 19 million items. We use 

these datasets for experiments to conduct the three methods 

proposed in Chapter 3. 

4.2 Experimental method 

In this chapter, experiments using the proposed method 

shown in Chapter 3 are described in 4.2.1. to 4.2.3.. 

4.2.1. Extraction of places by fixed point 

observation 

This experiment was conducted for Takao-machi, Hachioji, 

Tokyo: an area of about 4 km east–west and about 2.5 km 

north–south, as shown in Figure 1. Experimentally obtained 

results described later are included within the thick frame 

depicted in Figure 1. For this area, we conducted an extraction 

experiment with the target word as "cherry blossom" in 

Japanese as "桜", "さくら", or "サクラ". In all, 65 tweets 

were found to include a target word. 

4.2.2. Analysis in considering of time series 

based on 1 

This experiment was conducted for 4-chome, Myojin-cho, 

Hachioji city, Tokyo: an area of about 700 m east–west, and 

about 600 m north–south, as shown in Figure 2. 

Experimentally obtained results described later are included 

within the thick frame in Figure 2. For this area, we conduct 

an extraction experiment with the target word as "ramen" in 

Japanese as "ラーメン", "らーめん", or "拉麵". In all, 301 

tweets were found to include a target word.  

4.2.3. Analysis using co-occurring words of 2 

This experiment was conducted for Marunouchi 1-chome, 

Chiyoda-ku, Tokyo: an area of about 1 km east–west and 

about 1 km north–south, as shown in Figure 3. 

Experimentally obtained results described later are included 

within the thick frame in Figure 3. For this area, we set the 

target word as "ramen", as in the second experiment, in 

Japanese as "ラーメン", "らーめん", or "拉麵". In all, 6,979 

tweets included a target word. As words co- occurring after 

the object, we target tweets including "㐂蔵" and "玉", which 

represents the ramen shop name; the respective numbers of 

tweets were 273 and 31.  

Figure 1: Target of Takao-machi, Hachioji City. 

Figure 2: Target of Myojin-cho 4-chome, Hachioji City. 

Figure 3: Target area of Marunouchi 1-chome, Chiyoda-

ku. 

137

International Workshop on Informatics ( IWIN 2019 )



4.3 Experimental result 

In this chapter, the results of 4.2.1–4.2.3 experiments 

explained in the previous chapter are presented.  

4.3.1. Extraction of places by fixed point 

observation 

The distributions of geotagged tweets in Takao-machi, 

Hachioji City including cherry blossoms obtained in the 

experiment are shown in Figure 4 in 2017 and in Figure 5 in 

2018. The interior are of the bold frame in Figure 1 is shown 

in the table. It is about 265 m measured east–west and about 

85 m measured north–south. This cell is obtained by dividing 

the maximum value and the minimum value of latitude and 

longitude into 25 and 16 respectively for geotagging tweets. 

In the current experiment, the number of divisions is specified 

manually because the target range is different for each 

experiment. The closer the color of the cell is to black, the 

more data are shown. 

Data extracted for this experiment were very few: 65 for 

the entire collection period. However, in 2017 and 2018, we 

confirmed tweets to JR Takao Station, Takao Yamaguchi 

Station, Takao Station of Ropeway, and Takao Mountain. 

The correlation coefficient between the extracted spots in 

2017 and 2018 was 0.769: high positive correlation was 

found. The correlation coefficient is calculated by equation 

(1). 

Correl(𝑋 − 𝑌) =
∑(𝑋−𝑋̅)(𝑌−𝑌̅)

√∑(𝑋−𝑋̅)2 ∑(𝑌−𝑌̅)2
  (1) 

X ∶ 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑤𝑒𝑒𝑡 𝑜𝑓 2017(𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒,𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒) 

Y ∶ 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑇𝑤𝑒𝑒𝑡 𝑜𝑓 2018(𝑙𝑎𝑡𝑖𝑡𝑢𝑑𝑒,𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒) 

 

 Extraction of spots is possible even with few data. 

Moreover, various spots can be extracted when using longer 

periods. Therefore, fixed point extraction of sightseeing spots 

is regarded as possible through continuing observation of 

geotagged tweets.  

 

 

 

 

 

4.3.2. Analysis in considering of time series 

based on 1 

The results for distribution of the geotagged tweets of 

Myojin-cho 4-chome, Hachioji City including the ramen 

obtained in the experiment are shown in Figure 6 in 2016, 

Figure 7 in 2017, and Figure 8 in 2018. The area inside of the 

bold frame in Figure 2 is shown in the table. It is about 102 

m measured east–west and about 39 m north–south. This cell 

is obtained by dividing the maximum value and the minimum 

value of latitude and longitude into 14 and 6 respectively for 

geotagging tweets. 

In this experiment, 301 data were extracted in all collection 

periods. The target area has three ramen shops, which can be 

extracted from the table of each year. Furthermore, in 2018, 

a new ramen shop opened at one point; in 2018 we extracted 

a new spot (latitude, longitude) = (35.69540009399, 

139.345001221). For this reason, the correlation coefficient 

between data of 2016 and 2017 was 0.991, a high positive 

correlation was obtained. Nevertheless, the correlation 

coefficient between 2017 and 2018 was only a weak positive 

correlation of 0.161. These results demonstrated the 

possibility of extracting new spots by fixed point observation. 

These correlation coefficients are calculated using equation 

(1). 

 

 

Figure 4: Number of Tweets including Target Words in 

Takao-machi in 2017. 

Figure 5: Number of Tweets including Target Words in 

Takao-machi in 2018. 

Figure 6: Number of Tweets including Target Words in 

Myojin-cho in 2016. 
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4.3.3. Analysis using co-occurring words of 2 

Distributions of geotagged tweets of Chiyoda-ku including 

Ramen obtained in the experiment are shown in Figure 9 for 

2017 and Figure 10 for 2018. The interior area of the bold 

frame in Figure 3 is shown in the table. It is about 80 m 

measured east–west and about 25 m north–south. This cell is 

obtained by dividing the maximum value and the minimum 

value of latitude and longitude into 22 and 7 respectively for 

geotagging tweets. The closer the color of the cell is to black, 

the more data are shown. 

The data extracted in this experiment were 6,979 in all 

collection periods. The area of about 540 m east–west and 

about 540 m north–south in the frame of the heavy line in 

Figure 3 is a spot called Tokyo Ramen Street, with eight 

ramen shops. Therefore, as an analytical example using 

words co-occurring in the target word, Figure 9 and Figure 10 

are experimentally obtained results including A="㐂蔵" co-

occurring in the target word and B = "玉". 

The ramen shop including A opened in September 2013 

and closed in September 2018. The ramen shop including B 

opened on October 30, 2018. 

Therefore, although a difference exists in the number of 

data, it can be extracted as a spot. However, the closed A 

information is unsuitable for use as real-time information. 

The results of analysis considering the time series 

information are shown in Figure 11. From these results, 

tweets containing A are not extracted after 2018/9. However, 

tweets containing B have been extracted since 2018/10. 

Therefore, by considering the time series in addition to 

latitude and longitude information, one can omit the old 

information in addition to extracting new spots. This result 

confirmed the possibility of realizing real-time information 

extraction. 

Figure 7: Number of Tweets including Target Words in 

Myojin-cho in 2017. 

Figure 8: Number of Tweets including Target Words in 

Myojin-cho in 2018. 

Figure 9: Number of Tweets including “A” Co-occurring 

in Target Words in Marunouchi 1-chome. 

Figure 10: Number of Tweets including “B” Co-

occurring in Target Words in Marunouchi 1-chome. 

Figure 11: Trends in number of tweets including target 

words. 

139

International Workshop on Informatics ( IWIN 2019 )



4.3.4. Use of the proposed method 

The method proposed in this paper assumes the use as a 

complementary method of real-time analysis using moving 

average which has been proposed conventionally [2]. As an 

example, Figure 12 is the estimation result of the cherry 

blossoms in Tokyo in 2018. Even in Tokyo, where there are 

a large number of tweets, the number of tweets is small at 

sightseeing spots alone, such as being limited to Takao. 

Therefore, we use the proposed method described in Section 

4.3.1 to complement the parts that are difficult to estimate in 

tourist spot units. We will consider combining the 

recommendation of the spot by the area analysis of the past 

while making the best estimate in Tokyo unit by this. 

However, automation of extraction of units to be analyzed 

and target words are for further study. 

 

 

 
 

5 CONCLUSION 

As described in this paper, we evaluated a regional analysis 

method based on positional information and time series 

change using tweets with Twitter location information to 

provide real-time information. 

To conduct real-time regional analysis, after proposing a 

method using geotagged tweets' position information and 

time series information, we showed experimentally obtained 

results obtained using that method. Experiment results 

demonstrated that, even when geotagged tweets were few, 

spots could be extracted using position information with 

long-term accumulation. We also confirmed that new spots 

can be extracted by conducting time series analysis of spot 

information of position information. Furthermore, using 

morphological analysis results of tweets, we demonstrated 

the possibility of analyzing spots, even in densely populated 

areas with a large amount of information. 

Results show that we demonstrated the usefulness of SNS 

for providing real-time information. In addition, by 

combining with the conventional method, it is considered that 

it is possible to perform recommendation on a spot with few 

geotagged tweets and extraction of a new spot in the target 

area. Future studies will consider the automation method 

combined with the conventional method. 
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Abstract - In recent years, with the spread of social media 

such as Twitter, it has become easy to add location 

information and send then by mobile phones. Since it is 

possible to observe the real world without using physical 

sensors, social media have high operational value as social 

sensors. In this paper, we aim to support decision making for 

people who are going to visit the specific place where the 

event or trouble occurred most recently. We propose a 

method to extract in real time the deflation that represents not 

only the burst state that shows people's concentration and 

stagnation but also the continuous flow and dispersion. 

Keywords: burst structure, Twitter, real time analysis, human 

sensor 

1 INTRODUCTION 

In the modern society in which various things are 

computerized, there are many means for acquiring various 

information in real time. One of them, Twitter 1 , is a 

microblogging service called "Tweet" that shares short 

sentences within 140 characters. It is widely used throughout 

the world including Japan, and is used by many users as a 

medium that can post recent information casually. Since it is 

possible to post location information called geotags easily via 

a smartphone and post it, it is a social media that can 

immediately send out where and what is happening. From 

these characteristics, it is expected as a human sensor for 

observing the real world without using a high-cost physical 

sensor [1]. 

Using human sensors, we want to know the situation in real 

time even if we are not there. For example, if we can guess 

the best-time for cherry blossoms and autumn leaves, we 

don't have to be sorry that cherry blossoms have not yet 

bloomed or after cherry blossoms have fallen. If public 

transportation stops and we know that people are crowded, 

we can avoid that crowding. If we know that the congestion 

has been eliminated, we can decide that you do not need to 

avoid it. If we want to go to the Halloween uproar in Shibuya, 

we want to go to a hurry because it is still uproar. If the 

Halloween turmoil has settled, it's not interesting to go now. 

If we do not want to get caught in the uproar, we want to know 

that the uproar is over. We would like to be able to use human 

sensors for such behavior judgments. 

We want to guess the movement of a person in a specific 

place in real time so that we can decide whether to go to a 

certain place or not. It does not make sense to analyze data 

yesterday's event the next day. It is premised that we are not 

there. Twitter data should be used to avoid having to deploy 

expensive sensors. We need a way to know the concentration 

of people in real time. In this research, we aim to realize this 

real-time guessing of human motion by analyzing geotagged 

tweets. 

2 RELATED WORK 

Kleinberg [2] proposes a method for modeling text stream 

bursts and extracting structures. This method is based on 

modeling a atream using an infinite state automaton. The 

advantage of Kleinberg's approach is that it can represent 

burst duration, degree, and weight on each topic. Therefore, 

it is widely used for various applications. However, it is not 

suitable for real-time burst detection because it is not assumed 

to analyze immediately for occurrence of a certain event. 

Works by Y. Zhu and D. Shasha [3] [4] and the work by X. 

Zhang and D. Shasha [5]  propose a bursting algorithm that 

efficiently monitors bursts over multiple window sizes. These 

techniques enable near real-time burst detection by 

shortening the monitoring interval. However, in order to do 

so, it is necessary to monitor the number of occurrences of 

events at regular intervals, and data must be stored even if no 

events have occurred. 

Ebina et al. have proposed a method for detecting bursts in 

real time [6] [7]. The detection is performed in real time by 

determining whether or not each event (each tweet posting) is 

burst. In addition, the amount of calculation is reduced by 

compressing data held at the time of occurrence of 

concentrated events, and burst detection with high real-time 

property is realized. However, it is not clear whether the burst 

state is continuing or the burst is immediately ended only by 

the burst occurrence. 

Endo et al. use the moving average to make a full-fledged 

decision [8] [9]. This method is successful not only in the 

occurrence of burst but also in detection of burst state 

continuation and convergence. However, since the frequency 

of the tweet occurrence which fixed window size is used, real-

time property will be quantized by window size. To use the 

frequency of Tweet Posting, we have to set a certain time 

interval to calculate the frequency. This fixed time interval 

impairs real-time performance. 

In this research, we propose a method to detect convergence 

of burst state as well as real-time property and burst 

generation. In reference to the method of Ebina et al., This 

research guarantees real-time capability by using the tweets 

posting interval instead of the frequency of tweets posting in 

a fixed time. In addition, this research aims to detect when the 

posts decrease and return to the normal state not only in the 

burst state where tweets post increase rapidly, by combining 

moving averages with reference to the method of Endo et al. 

1 Twitter, URL<https://Twitter.com/> 
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3 OUR PROPOSED METHOD 

In order to detect deflation that represents the convergence 

of an event, it is necessary to capture in real time the 

phenomenon of people concentrating and spreading at a 

specific location. We realize real-time performance by 

monitoring each tweet posting time and its interval. Then, 

using the Fisher's concept of exact test, the deflation criteria 

are defined. 

3.1 Examination of real-time analysis 

methods 

We experiment using actual tweet information to verify the 

proposed method. It is not a real-time experiment because it 

uses collected data. However, since the proposed method 

does not use information after the determination time, it can 

perform real-time determination. 

The frequency of tweets is not used in our proposal method 

to take advantage of real-time capabilities. In order to 

determine the frequency, a fixed time interval must be 

determined, and this finite time interval impairs real-time 

performance. Specifically, the tweet time interval is used 

instead of the frequency with which tweets are posted. Let   c 

(h, t) be the time interval of the tweets posted at time t. The 

parameter h indicates that it is a time interval from h 

previously posted tweet. The c (h, t) divided by h is expressed 

as ave (c (h, t)). It is the average value of the tweet occurrence 

interval from the tweet that occurred h times before time t. If 

tweet increases, ave (c (h, t)) becomes smaller, and if tweet is 

lost, it takes a large value.  

 

 

 

 

 

 

 

 

 

 

 

 

 

The timestamp when the tweet is posted is in seconds. If 

there are many tweets, the timestamps of multiple tweets will 

be the same. For example, the time points are 2 second and 7 

second in Figure 1. Each four tweets and two tweets are 

posted at the same time. In this case, the value of the function 

c(h, t) may be zero or not determined. Therefore, as shown in 

the lower part of Figure 1, the value of the function c(h, t) is 

made to be uniquely determined by assuming that the tweet 

is posted by dividing one second. In the case of Figure 1, the 

values of c(h, t) are as shown in Table 1.  

 

 

 

 

 

h c(h,1.5) c(h,2) c(h,6) c(h,6.5) c(h,7) c(h,10) 

1 0.25 0.25 4 0.5 0.5 3 

2 1.5 0.5 4.25 4.5 1 3.5 

3  0.75 4.5 4.74 5 4 

4  2 4.75 5 5.35 8 

5   6 5.35 5.5 8.25 

 

In the method by Ebina et al. the magnitude of this value is 

compared to estimate the crowded state whether it is crowded 

(tweets posting increase) or not. The parameter is used to 

adjust the comparison. If it does not, it will over-react to a 

slight change just as a tweet is accidentally posted, and it will 

be falsely judged that a burst has occurred. By using this 

parameter to reduce the sensitivity, noise suppression can be 

achieved. 

 

3.2 Fisher's exact test idea 

Fisher's exact test is a statistical test that determines the bias 

of data divided into two categories. 

As an example, consider the case where the efficacy is 

verified in a clinical trial of a new medicine. The verification 

is performed on the data obtained by dividing the patient into 

four according to two exclusive criteria of A and B. 

𝐴：Number of patients receiving new medicine.  

𝐴̅：Number of patients receiving placebo (no-medicinal). 

𝐵：Number of patients whose condition recovered after then  

𝐵̅：Number of patients whose condition did not recover 

When data is divided in this way, verification is possible 

using a contingency table like Table 2. 

 

 
 𝐵 𝐵̅ 

𝐴 𝑎 𝑏 

𝐴̅ 𝑐 𝑑 

 

By using a contingency table as shown in Table 2, an index 

s indicating how the disease condition has been improved can 

be defined as follows. 

 

𝑠 = 𝑎𝑑 − 𝑏𝑐   (1) 

 

If the value of s is positive, it means that the new medicine 

has a “positive” effect on the improvement of the medical 

condition and has a medicinal effect. 

Fisher's exact test is very simple and can be tested if it can 

be dropped into a contingency table. Using this concept, 

analysis focusing on individual tweet intervals is performed. 

Specifically, we propose a method to divide n tweets into 4 

regions and analyze the number of tweets in 4 regions. The 

four areas are generated by setting threshold values on the 

vertical and horizontal axes as shown in Figure 2. The blue 

dots in Figure 2 represent individual tweets. The threshold 

value on the vertical axis is the average value of n tweets, and 

the horizontal axis divides n tweets arranged in time series 

into two equal halves. 

0 2 6 7 10 

0 2 6 7 10 

4 tweets 2 tweets 

Time 

points 

c(1, 1.25) = 1.25 

c(1, 6) = 4 

c(1, 7) = 0.5 

Figure 1: Example of generating function c(h, t). 

 

Table 1: Example of the values of function c(h, t). 

Table 2: 2 × 2 contingency table. 
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The a, b, c, and d in the contingency table when analyzing 

with n pieces are defined as follows. 

a: First half of the extracted tweets group and the tweet 

interval is greater than the threshold (average value) 

b: The second half of the extracted tweet group and the 

tweet interval is greater than or equal to the threshold 

c: First half of the extracted tweets group and the tweet 

interval is smaller than the threshold 

d: The second half of the extracted tweet group and the 

tweet interval is smaller than the threshold 

The threshold on the vertical axis representing the tweet 

interval is the average value of n tweet intervals. When the 

number of tweets in the region a and the region d increases 

and s> 0, the tweet interval is narrowed, so that people are 

concentrated and stagnated, that is, a burst. On the other hand, 

when the number of tweets in the region b and the region c is 

increased and s <0, the tweet interval is widened, so that 

people start to spread and move, that is, deflation. When s = 

0, it means that there is no change in the state. In this study, 

deflation is estimated using s <0 as the deflation criterion. 

4 EXPERIMENTS 

We experiment using actual tweet information to verify the 

proposed method. It is not a real-time experiment because it 

uses collected data. However, since the proposed method 

does not use information after the determination time, it can 

perform real-time determination. 

Experiments are also being conducted for comparison using 

the frequency of posting tweets. Those comparison 

experiments lack real-time capability. 

4.1 Data collection 

The target event for this experiment was the visit of the 

General Public to the Imperial Palace after the Accession to 

the Throne in May 4, 2019. Their majesties the emperor and 

empress appeared at the balcony of the Chowa-Den Hall to 

greet the visitors gathered six times. About 140,000 people 

visited the General Public. Six appearances were held on an 

hourly schedule starting at 10 am. Participants could enter 

from the main gate of the Imperial Palace, and the time from 

9:30 am to 2:30 pm was the entry time. Analyzes tweets with 

geotags in the area centered on the Imperial Palace. Those 

who are in this range are the visit of the General Public who 

tweet. They will tweet while they are waiting or after they 

leave. We can imagine that they will not be able to tweet by 

moving to Chowa-Den immediately before they leave, and 

that they will refrain from tweeting while they are out. By 

checking the tweet status, it is possible to estimate the 

participant's movement (whether waiting or moving). 

The tweet to be analyzed was a tweet given the geotag 

“coordinates”. The geotag “coordinates” is data representing 

the location where the terminal used for posting a tweet is 

represented by a single latitude and longitude. Therefore, it 

can be used as highly positioning data. The extraction period 

of the tweets was from 00:00:00 on May 4, 2019 to 23:59:59. 

The extraction range of tweets was empirically determined 

for the following four latitude and longitude ranges. 
[35.677002, 139.753658] 

[35.689604, 139.753658] 

[35.689604, 139.761212] 

[35.677002, 139.761212] 

As a result of filtering under the above conditions, 198 

tweets could be extracted. Of these, 116 accounts were 

tweeted. 

4.2 Results of Comparative Experiments 

(Method of Endo et al.) 

This method uses the frequency of tweets posting. This is in 

a reciprocal relationship with the Tweet posting interval. 

Tweet post intervals have high real-time because it is 

depended on each tweet. On the other hand, in order to 

calculate the frequency of posting tweets, a certain time 

interval must be determined. Usually, this time interval is 

larger than the tweet posting interval, so the real-time 

performance is low. 

The method of Endo et al. uses the moving average of the 

frequency of posting tweets to estimate the full bloom of 

Figure 3: Target Area.. 

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 

𝑎 𝑏 

𝑐 𝑑 

Tweet time 

Tweet 
interval 

Figure 2: Tweet segmentation diagram using the 

proposed method. 

1 

2 3 

4 
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cherry blossoms etc. The method calculates the frequency on 

a daily basis and examines the difference between the 5-day 

moving average and the 7-day moving average. 

The judgment condition of the best time is when the 5-day 

moving average becomes larger than the 7-day moving 

average, and they become larger than the average to the 

previous year.  A comparative experiment was conducted 

using this condition. However, the frequency of posting 

tweets is not calculated on a daily basis, but on a 5-minute 

basis.  Unlike the best time to see cherry blossoms and so on, 

we wanted to know the movement and crowdedness of people, 

so I made a short time interval. 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The tweet frequency in 5 minutes at time t is expressed by 

e(1, t). That is, e(j, t) represents the number of tweets posted 

in (5 * j) minutes from time (t - 5 * j) to time t. The average 

of e (j, t) divided by j is represented by ave(e(j, t) ) Use the 

function e to set the burst estimation condition as follows: 

ave(e (a, t)) > ave( e (b, t))  

and  ave(e (a, t)) > ave( e (one day, t)) .  (2) 

As the inverse condition of the burst estimation condition, 

set the convergence condition of deflation as follows. 

ave(e (a, t)) < ave( e (b, t))  

and  ave(e (b, t)) < ave( e (one day, t)) .  (3) 

Figure 4 shows the judgment under the burst estimation 

condition, and Figure 5 shows the judgment under the burst 

convergence condition. 

Similar to Endo's 5-day moving average and 7-day moving 

average, because a = 5 and b = 7, 25-minute moving average 

and 35-minute moving average will be used. The gray parts 

in the figure show the time zones that satisfy the judgment 

conditions. 

From Figure 5, the stagnation disappeared and the spread of 

people was observed at the time after 15:00 when the last 

appearance. However, both the estimation results by the 

equations (2) and (3) include many erroneous estimation 

results. In order to see changes at intervals shorter than 5 

minutes, it is expected that a correct judgment can be made 

by changing to a means having a more real time property. 

4.3 Results of Comparative Experiments 

(Method of Ebina et al.) 

The comparative experiment results (Method of Ebina et 

al.) are shown in Figure 6. The horizontal axis represents time 

points, and the vertical axis represents tweet occurrence 

intervals. There is a blue line graph in the figure. This is the 

average tweet posted interval (average of 5 tweets) 

representing ave (c (5, t)). Since the left of the figure is the 

early morning, the tweet occurrence interval becomes large 

and a line also exists in the upper left. The right side of the 

figure is midnight, and the tweet interval increases, so there 

is also a blue line on the upper right. 

The crowded (burst) judgment condition of Ebina et al. is 

the following 

 ave(c(1, t)) < 0.4 * ave(c(5, t-1)) 

or ave(c(2, t)) < 0.4 * ave(c(5, t-2)) 

or ave(c(3, t)) < 0.4 * ave(c(5, t-3)) 

or ave(c(4, t)) < 0.4 * ave(c(5, t-4)) 

or ave(c(5, t)) < 0.4 * ave(c(5, t-5)) .  (4) 

It can be seen that the deflation judgment is excessive because 

the interval between the specific tweet and the tweet posted 

immediately before it is longer than before, and it is 

determined as a burst. There are times when Appearance time 

zone and the time when the event ended, and people who were 

stagnant started moving and were able to judge correctly, but 

there is a lot of noise to correctly read the spread of people. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Burst determination using 35-minute 

moving average (orange line) and 25-minute 

moving average (blue dotted line). 

Figure 5: Deflation determination using 35-minute 

moving average (orange line) and 25-minute moving 

average (blue dotted line). 

Burst 5 moving average 7 moving average 

Deflation 5 moving average 7 moving average 

Deflation 10 moving average 

5 moving average 

Figure 6: As a result of judging congestion from 

the tweet information. 
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4.4 Experimental Results of Our Proposed 

Method 

The results of the proposed method are shown in Figure 7. 

The broken line in the graph represents the change in the 

posting time interval of tweets. The gray part shows the 

deflation judgment result by the proposed method. The time 

when the value of s in equation (1) is negative was defined as 

a deflation judgment condition.  

From the appearance time, we decided the correct time zone 

that people thought to have moved as shown in Table 3. Some 

time zones were incorrectly estimated to be deflation, but 

there were also many time zones that could be estimated fairly 

accurately, such as around 10:00 and around 12:00. The end 

of the event after 15:00 can be estimated correctly. 

 time action of people 

before open gate – 9:40 Stay 

around 

appearance 

9:40 – 10:10 Move Deflation 

10:10 – 10:40 Stay 

around 

appearance 

10:40 – 11:10 Move Deflation 

11:10 – 11:40 Stay 

： ： 

around 

appearance 

13:40 – 14:10 Move Deflation 

14:10 – 14:40 Stay 

around 

appearance 

14:40 – 15:10 Move Deflation 

15:10 – 16:00 Stay 

event end 16:00 – Converge Deflation 

5 DISCUSSION 

In order to quantitatively evaluate the deflation results of 

this time, a comparison was made using precision, recall, and 

F value. For correct answer data, the correct answer is 

determined to be deflation during the time period shown in 

Table 3. The data to be compared were the experimental 

results of the technique by Ebina et al. and the experimental 

results of the technique by Endo et al. Table 4 shows the 

comparison results. 

The reproducibility was not good with the method of Endo 

et al. using tweet frequency. Although it is a successful 

method for estimating by day, such as estimate when to see 

cherry blossoms, it is a disadvantageous method for real-time 

estimation by minute.  

The method of Ebina et al. using the tweet posting time 

interval has the best recall because of its real-time nature. 

However, even if the reaction is too good and not deflation, it 

is erroneously determined to be deflation, and the precision is 

not necessarily high. 

Comparing the relevance rates, the proposed method in this 

study gave good results. The relevance rate is the best result, 

and it can be said that our proposed method is a method with 

good accuracy even when compared with F value. 

Precision Recall F-value

Method of Endo et al. 

Frequency / moving average 
48.94% 16.55% 24.73% 

Method of Ebina et al. 

Tweet interval / moving average 
42.98% 77.78% 55.37% 

Proposed method 

Tweet interval / number analysis 
68.25% 57.33% 62.32% 

6 CONCLUSION 

We proposed a method to judge the crowded situation in 

real time by analyzing geotagged tweets. We aimed to detect 

not only the crowded burst phenomenon but also its 

convergence, real-time performance is realized. We 

succeeded in detecting the phenomenon of deflation correctly. 

And the precision and F-value of the proposed method are the 

best. 

However it has not been completely successful yet. Increase 

versatility as a deflation estimation method. The method must 

be adaptable to various events. We must improve the 

accuracy further. 
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Abstract - Image recognition using deep learning has been
applied in various fields, and high recognition accuracy has
been achieved. However, there is a problem that a large amount
of training data has to be prepared for deep learning, and it
often becomes obstacles to applying deep learning. For this
problem, I had conceived to use computer graphics (CG) im-
ages instead of actual pictures and developed the test data
generator by using CG, then I performed some experiments
to evaluate its effectiveness. As a result, I found there was a
problem to achieve the accuracy same as actual pictures were
difficult because it was hard to adjust the color tone of CG
images. On the other hand, recently, Cycle-consistent Ad-
versarial Networks (Cycle-GAN) has been proposed, and it
has been shown that an image could be translated into a fake
image having different color and texture automatically. This
suggests that actual pictures can be translated into fake CG
images, that is, the above color tone problem can be solved.
In this paper, even for the models of deep learning trained
with CG images, I show the accuracy of image recognition
can be improved by using actual pictures translated by Cycle-
GAN model.

Keywords: Deep learning, Cycle-GAN, Regression, Stock-
taking, Computer graphics, Image recgition

1 INTRODUCTION

In recent years, the effectiveness of deep learning has been
recognized, and its various models have been proposed and
studied [3], [2]. In particular, the accuracy of image recog-
nition has been rapidly improved since its effectiveness has
been shown by the ImageNet Large Scale Visual Recognition
Challenge (ILSVRC) [7], [13]. As a result, deep learning has
become to be applied to image processing in various fields
such as face recognition, medical image analysis, epidemic
prevention of plants, and so on [14], [5], [11]. One of the rea-
sons for this can be pointed out that various images have been
shared in cloud servers as big data in recent years, and it has
become easy to obtain a large number of images as training
data. On the other hand, in the field that targets peculiar ob-
jects, preparing a large amount of training data often takes a
lot of works and becomes an obstacle to applying deep learn-
ing.

As such the case, I have been dealing with the issue of
stock-taking in a machine factory. Though most parts of ma-
chine factories are usually stored in bulk containers, the num-
ber of parts in bulk containers cannot be counted externally
by human vision. So, for stock-taking, since it is necessary
to take out and count parts, there is a problem that a large
man-hour is required. For this problem, I conceived a method

to use deep learning, and in this method, the stock-taking
was performed inventory estimation by using image recog-
nition. As a result, I confirmed that practical accuracy could
be achieved by using a regression model of deep learning [9].
On the other hand, deep learning requires a large amount of
training data. So, in this study, we prepared 1,600 original
images, then we increased them to 8,000 images as training
data by padding. In the case of parts in the actual factory, this
becomes a task of manually repositioning the parts and taking
pictures. However, many parts are heavy and there are often
thousands of bulk containers in a factory. Therefore, it is not
a practical method to do such work for every bulk container.

Here, I had already developed a training data generator us-
ing computer graphics (CG) to generate a large amount of
training data automatically and confirmed its effectiveness for
the multi-class classification model of deep learning [8]. So,
we trained the regression model with CG images generated by
this generator and performed the comparative evaluations of
estimation accuracy between using pictures (actual images)
and CG images. However, in the case of using the actual im-
ages, the accuracy deteriorated significantly. Here, parts of
the factory are processed based on the drawing of machining.
Therefore, even for CG, by using the same drawing, the high
accuracy in the shape of the part model could be achieved
easily.

However, since the color tone of parts is affected by the tex-
ture and illuminations, it was necessary to adjust it with trials
and errors. And, as the target accuracy of this color tone was
increased, the man-hours for the adjustment increased rapidly.
As a result, it was difficult to create CG images that perfectly
match the actual image in color tone. And, I also found that
this difference in color tone was the cause of the deterioration
in inventory estimation accuracy [9]. Furthermore, in the ac-
tual factory, since there is a change in the environment such
as brightness difference between day and night, it is expected
that there is further deterioration.

On the other hand, recently, the generative adversarial net-
work (GAN) has been proposed, and it has become possible
to generate automatically a large number of fake images al-
most like genuine [4]. And, various GAN models have been
proposed [10]. For example, by using Cycle-consistent Ad-
versarial Networks (Cycle-GAN) model, which is trained by
different image groups such as zebras and horses, images of
one group (zebras) are automatically translated into fake im-
ages of another group (horses). And, as for some kinds of
objects, it has been shown that images can be translated into
high accurate fake images using this model [16]. This sug-
gests that even with the above-mentioned parts of the factory,
it may be possible to generate fake CG images, which are in-
distinguishable with original CG images, from actual images.
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Figure 1: Inventory shelves of bulk container

That is, the above-mentioned problem on color tone may be
solved.

The aim of this study is to verify the feasibility of improv-
ing the estimation accuracy of the above-mentioned regres-
sion model in the inventory estimation by using Cycle-GAN.
That is, the regression model is trained by CG images gen-
erated by the training data generator. On the other hand, the
actual images of the bulk containers are translated to fake CG
images by using Cycle-GAN, and inventory estimations are
performed using these fake images. By this translation, it is
expected to be effective not only for eliminating color tone
differences between the actual and CG images but also for
adapting to changes in the environment in the actual factory.

To evaluate this effect, in this paper, I perform compara-
tive evaluations of inventory estimation accuracy for the bulk
container using CG images, fake CG images and actual im-
ages by the regression model trained with CG images. And,
even in the case where training data is prepared by the CG
based training data generator, I show that the estimation ac-
curacy can be improved by translating actual images to fake
CG images.

The remainder of this paper is organized as follows. Sec-
tion 2 shows related works and the aim of this study and
Section 3 shows the method for estimating inventory with
the training data generator and Cycle-GAN model. Section
4 shows the evaluations of effect in the case of using fake CG
images translated by Cycle-GAN. In Section 5, I discuss the
evaluation results, and I conclude in Section 6.

2 RELATED WORKS AND AIM OF STUDY

The parts inventory in the machine factory is managed based
on the theoretical inventory planned by using the production
management system. However, there are often gaps between
the actual and theoretical inventories due to defects, work er-
rors, work delays and so on. So, it is necessary to carry out
stock-taking to grasp the actual inventory for maintaining ap-
propriate inventory. However, since most parts of the factory
are stored in bulk containers shown in Fig. 1, they cannot be
counted from the outside visually. So, it is necessary to take
out and count the parts, which increases the load of inventory
work.

On the other hand, in recent years, with the progress of
deep learning, the accuracy of image recognition has been im-
proved, and it has been applied to various fields [7], [13], [14],

[5], [11]. So, I conceived the method to estimate inventories
by using pictures taken from the outside of the bulk contain-
ers, and I have evaluated its effect. Firstly, I evaluated the case
of using the multi-class classification model of deep learning
and showed that it could achieve a certain estimation accu-
racy. In addition, I showed the way to apply this method to
actual inventory management [6]. As a result, though there
were estimation errors in this method, I showed that out of
stock could be restrained by increasing safety stock accord-
ing to the range of error. In addition, by comparing with the-
oretical inventory, the accuracy could be more improved. In-
cidentally, in the multi-class classification model, inventory
quantities are treated as discrete classes, and an estimated in-
ventory of bulk container picture is classified into one class
(quantity) [2].

However, I found that preparing training data was an enor-
mous workload through that study. So, I developed a training
data generator using CG and showed that a certain accuracy
could be achieved with the training data generated by this [8].
And, I also found the followings. Since parts were processed
based on the drawing of machining, the shape of the CG part
model also could be created relatively easily from the draw-
ing. Conversely, as for the color tone of the model, trials
and errors were necessary to adjust it according to the texture
of part material and illumination environment. Incidentally,
since parts were processed into various shapes from limited
types of materials such as iron and aluminum, the number
of types of textures was very small compared to the types of
parts.

On the other hand, in the multi-class classification model, it
is necessary to prepare training data for each inventory quan-
tity. So, in the case where inventory quantity fluctuates over a
wide range, it is necessary to prepare a large amount of train-
ing data. Therefore, I evaluated the accuracy using a regres-
sion model [9]. Regression model estimates inventory quan-
tity as continuous quantity [2]. As a result, in the case of
using actual images, high estimation accuracy was obtained
compared to the case of the multi-class classification model.
In addition, I confirmed that similar accuracy could be ob-
tained for plural parts by estimating with CG images using
models trained with CG images. However, in the case of es-
timating with actual images using these models trained with
CG images, I found that the estimation accuracy is signifi-
cantly deteriorated due to the difference in color tone between
the actual and CG images. Furthermore, in the actual factory,
there is also a problem that the color tone of the actual image
slightly changes depending on such as day and night and the
weather.

By the way, in 2015, by using DeepDream, which is an
image processing method using deep learning, it was shown
that images can be generated automatically. Since then, stud-
ies on automatic image generation and image style conversion
by applying deep learning have been actively conducted [12],
[2]. Among them, GAN is a method to generate a fake im-
age just like a genuine image and is composed of a generator
network (generator) that generates a fake image and a dis-
criminator network (discriminator) that distinguishes the fake
image genuine or fake [4]. By making them train mutually, it
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Figure 2: Image translation from zebra to horse [16]

Figure 3: Structure of Cycle-GAN model

is possible to generate a fake image close to the genuine im-
age. And, various methods for generating fake images have
been proposed by applying this GAN [10].

Among them, Cycle-GAN translates an image of one group
into an image of another group. For example, as shown in Fig.
2, an image of zebras is translated to a fake image of horses by
training a Cycle-GAN model with the image group of zebras
and horses [16]. Figure 3 shows a structure of Cycle-GAN
model, and X and Y shows different image groups corre-
sponding to such as zebra and horse image group respectively.

In Fig. 3, image x of X are translated to fake image ŷ of Y
by generator G; discriminator DY determines whether ŷ is a
genuine or fake image of Y . Furthermore, x̂ is reconstructed
from ŷ by generator F , and Cycle-consistency loss, which is
a loss between x and x̂, is evaluated. Here, Fig. 3 shows the
case of translating X to a fake image of Y . Similarly, images
of Y are also translated to fake images of X , and discrimi-
nation and cycle-consistency loss evaluation are performed.
In this way, similar to GAN, by making generator and dis-
criminator train mutually, images of one group become to be
translated into high-precision fake images of another group.

Furthermore, since the Cycle-GAN model has the struc-
ture shown in Fig. 3, it can perform automatically such im-
age translation between unrelated image groups X and Y .
Therefore, by applying the Cycle-GAN model to the above-
mentioned inventory estimation, it is expected to be automati-
cally translated actual images of bulk containers taken in vari-
ous environments into fake CG images generated by the train-
ing data generator. However, though some application cases
of Cycle-GAN have been shown [1], [15], they were about the
image to image translations; and I could not find the applica-
tion case to image recognition.

This study aims to solve the problem in the color tone dif-
ference between actual images and the CG images which is

Bulk container

Model

(trained)

Figure 4: Dataflow of inventory estimation system

generated by the training data generator, and to verify the fea-
sibility of an inventory estimation system using CG images
as training data. So, I show that estimation accuracy can be
improved by translating the actual images into fake CG im-
ages by using Cycle-GAN, even in the case where quantity is
estimated by using the regression model which is trained with
the CG images.

3 INVENTORY ESTIMATION PROCESS
USING TRAINING DATA GENERATOR

Figure 4 shows the data flow of the inventory estimation
system mentioned in Section 2, in which Cycle-GAN is used
to improve estimation accuracy. As shown in the dashed box
in Fig. 4, training data for Cycle-GAN model is prepared
as followings. Actual images are created from pictures of the
factory bulk containers; CG images are generated by the train-
ing data generator described in Section 2. And, this system
uses the regression model trained by CG images, as shown
in the black hatched round box. This regression model con-
sists of convolutional layers with pooling layers and fully con-
nected layers as shown in Fig. 5. In addition, the mean square
error (MSE) is used for the loss function.

Also, as shown in Fig. 4, in this system, the actual im-
age of each bulk container is extracted from the picture of the
camera installed around the containers, and the inventory is
estimated from this image. For this actual image, to suppress
the increase in the inventory estimation error due to the color
tone difference between the actual and CG image mentioned
in Section 2, it is translated to a fake CG image by using
the Cycle-GAN model. And, the above-mentioned regression
model estimates inventory by using this fake CG image.

As for training data of the regression model, the shape of
the part is also important to maintain estimation accuracy.
Also, since one camera monitors many bulk containers, it is
necessary to create training data images not from just above
direction but from the direction of the camera for each bulk
container. In these respects, with the training data generator,
the shape of the CG part model can be easily created based on
the drawing of machining of the target part, and the camera
position of CG can be designated at rendering based on the ac-
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Figure 5: Structure of regression model

Figure 6: Target nut images

tual camera position. That is, the training data generator can
easily generate a large amount of training data automatically,
except for the problem of the color tone of the part model.

Therefore, the Cycle-GAN model is used to translate the
color tone of part, which mainly depends on part material.
Here, as mentioned in Section 2, since there are relatively few
types of part materials, training of the Cycle-GAN model is
conducted just for each of these materials. That is, for the
training data, CG images are generated by the training data
generator; actual images are created by collecting pictures of
parts made of the same material. In addition, as mentioned in
Section 2, for Cycle-GAN training data, it is not necessary to
associate between these actual and CG images. So, it is possi-
ble to accumulate the actual images without investigating the
number of parts.

4 EXPERIMENTS AND EVALUATIONS

4.1 Experimental Environment
The experimental environment to evaluate the effect of trans-

lating actual images to fake CG images by using Cycle-GAN
in inventory estimation is similar to the inventory estimation
system shown in Fig. 4. Firstly, for target parts of evalua-
tions, I used images of nuts placed on the bowl, which were
taken from just above as shown in Fig. 6. For example, Fig.
6 (1) shows an actual image created from the picture of the
nuts; (2) shows a CG image generated by the training data
generator. For each of them, I prepared 100 images for each
number of nuts from 5 to 80 for every 5, namely, 16 classes,
total 1,600 original images. Then, I divided them into 1,200
training data, 400 test data.

Next, I show the structure of the experimental system in
Fig. 7. The Cycle-GAN model was trained by using both
actual and CG images. This training was performed as batch

Figure 7: Structure of experimental system

processing, and the number of batch processing per epoch was
1000 times. Here, every 200 times of batch processing, the ac-
tual images prepared separately were translated into fake CG
images, and inventory estimation by the regression model was
performed. Classes of these actual images were similar to the
training data, that is, it composes 16 classes for the number of
nuts from 5 to 80 for every 5. And I prepared 50 images for
every class, namely 800 images of the total. In addition, in or-
der to evaluate the estimation error automatically, the number
of nuts in each image was added as a correct label.

In addition, this experimental system was implemented on
a PC with Windows 10 using Python and Keras, and Tensor-
flow was used for the backend of Keras; OpenCV was used
for image conversion, and the images were converted into the
size of 128 × 128 and used for training and estimation. Inci-
dentally, for the training data generator, I modeled a nut and
bowl using Blender which was a 3DCG modeling tool and
placed the nuts on the bowl by using its physical simulation
function. And, I automated Blender’s physical simulation and
rendering using Python.

Also, for the training of the Cycle-GAN model, I set λ =
10.0, which was the strength of the cycle-consistency loss
against the discriminator DY in Fig. 3 and DX which was
the discriminator for generator F ; As for Adam optimizer, its
argument was set as Adam(0.0003, 0.5). Similarly, for the
regression model, the reduction rate of learning rate was 0.1,
the minimum learning rate was 10−10, Dropout was not used,
and the output dimensions of fully connected layers were 128
except the last layer, and the best model in the training tran-
sition was saved. Note that the output dimension of the last
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(1) Fake CG image translated from actual image

(2) CG image and images translated from it

Figure 8: Generated images by cycle-GAN model

layer of a regression model is one.

4.2 Evaluations

Figure 8 shows an example of input and output images of
the Cycle-GAN model when the MSE, namely the loss of the
regression model to estimate, became the smallest. Figure 8
(1) shows, from the left, the actual image, the fake CG image
translated from this actual image, and the actual image recon-
structed from this fake CG image. Each corresponds to x, ŷ,
x̂ in Fig. 3 respectively. Similarly, (2) shows a CG image,
its fake actual image, and reconstructed CG image. That is,
inventory estimation was performed by the regression model
using the fake CG image at the center in (1). The original im-
age at the left in (2) is a CG image, and the translated fake CG
image in (1) was generated as a fake image of this CG image.

Next, to evaluate the effect of images translated by Cycle-
GAN on inventory estimation, namely the effect of fake CG
images, I performed a comparative evaluation using CG im-
ages, fake CG images, and actual images. Figure 9 shows the
evaluation results for these kinds of images by the MSE. The
MSE of using fake CG images was improved about 2.8 times
compared to the case of using actual images. However, it was
deteriorated about 9.2 times compared to the case of using CG
images.

5 DISCUSSIONS

In the previous study, I evaluated the estimation accuracy
of parts inventories in bulk containers by the regression model
using the following data. CG data generated by the data gen-
erator was used for training the model; Actual images were

MSE

Figure 9: Comparative evaluation of MSE of estimated inven-
tory

used for estimating inventory by the model. As a result, al-
though the efficiency of training data generation improved,
the problem occurred that the estimation accuracy deterio-
rated. In this paper, to solve this problem, I am trying to
investigate the feasibility of the method of translating actual
images to fake CG images using the Cycle-GAN.

Firstly, I performed the comparative evaluations of the es-
timation accuracy with and without color translation by using
the Cycle-GAN model. As a result, as shown in Fig. 9, it was
confirmed that this color translation was effective for improv-
ing the estimation accuracy. By the way, as shown in Section
2, I have previously shown the way to apply to an actual fac-
tory by increasing the safety stock and collating with the the-
oretical inventory. Furthermore, since I have also previously
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confirmed that the types of materials of parts were limited
as mentioned in Section 2, it is expected that one model of
Cycle-GAN can be applied to plural parts. Therefore, consid-
ering the trade-off between the increased cost of safety stock
and the efficiency of training data generation, I consider that
there is a field that this method can be applied even with the
current accuracy.

However, the MSE of inventory estimation using fake CG
images was about 9.2 times that of using CG images as shown
in Fig. 9. To solve these problems, I consider the model is
necessary to make the loss function of the Cycle-GAN model
reflect the above-mentioned MSE, which is the loss function
of the regression model. By using this model, the Cycle-GAN
model which is optimal for the regression model to estimate
inventory can be trained. As a result, it is expected to close
the accuracy with Fake CG to the case of CG shown in Fig.
9. The development of this model is my further study.

6 CONCLUSION

For inventory estimation of bulk containers using the re-
gression model of deep learning, training data can be effi-
ciently prepared by training data generator which uses CG.
However, there was the problem that the estimation accuracy
deteriorates due to the difference in the color tone between
CG and actual images.

For this problem, in this study, I evaluated the method of
generating fake CG images by translating the color tone from
actual image by using Cycle-GAN. Concretely, I performed
the comparative evaluations of the estimation accuracy using
CG images, fake CG images, and actual images. As a result, it
was confirmed that the accuracy of inventory estimation could
be improved by using these fake images rather than using the
original actual images. On the other hand, the estimation ac-
curacy of using fake CG images was lower than that of using
CG images.

To improve the accuracy of using fake CG images, I con-
sider that it is necessary to reflect the loss of the regression
model, namely MSE, into the loss function of Cycle-GAN
model. This is a future study.
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Abstract - In software development, there is often an op-
portunity to recreate a program that behaves as same as the
program you created in another programming language. At
this time, in order to avoid unexpected bugs, it is necessary
to verify the equivalence of the behavior of the new and old
programs and whether the program behaves as intended. One
of the common verification methods is human verification us-
ing test cases, but there are problems in terms of verification
omission and cost. SAW (software Analysis Workbench) has
been released as a verification tool for programs based on for-
mal methods. In SAW, it is possible to verify whether the
program to be verified satisfies the verification property by
described in a verification script called SAW Script. How-
ever, verification using SAW is not a Silver Bullet because
it’s under development technology and methods of verifica-
tion are not organized. We do not know for example, ability
to equivalence check between functions written in Java with
recursive data structures. This paper investigates the possi-
bility of equivalence check between functions written in Java
with recursive data structures. We show the positive results
for proposing a concrete method for equivalence check be-
tween functions written in Java with recursive data structures.

Keywords: SAW, equivalence checking, refactoring Java,
recursive data structures

1 INTRODUCTION

Both of Java and C Programs are widely used for mod-
ern information systems. Sometimes, change of the envi-
ronment lets engineers develop new software codes with the
same functions to the old codes work on the old environment.
For example, c programs working on an old environment are
changed to a new Java programs working on a new environ-
ment, where these programs behave the same functions.

In such cases, programmers have to ensure that the revised
Java program also preserves the behavior of the old C version
of the program.

Yet another example, programmer might have to develop
new C programs for some embedded system where CPU and
memory resources are limited, based on an existing Java pro-
grams working on a new rich environment. Also, in such a
case, programmers have to ensure that the revised C program
also preserves the behavior of the old Java version of the pro-
gram.

Usually, regression testing is performed to check whether
the both of the versions have the same behavior. In the above
situation, however, usually we cannot use the same regression
test-suits due to different programming languages.

Formal Approach Techniques might help for such a situa-
tion. These techniques will find potential bugs or firm con-
fidence on the conformance with adequate efficiency. We
call this kind of verification formal conformance verification
(FCV).

Recent tools, however, do not fully support program deal-
ing dynamic data structures especially recursive data struc-
tures.

For example, in our previous research [15] finds the possi-
bility of FCV for C programs with recursive data structures.
We resolve this problem by using idea of bound model check-
ing.

However, for Java programs, we don’t know the possibility.
The reason is summarized as follows.

• SAW retrieves information used for verification from
byte codes of C or Java. These byte codes are LLVM
and jvm. The difference of the codes affects the check-
ing algorithm used in SAW.

• Java is based on Java virtual machine while C has no
reference machine to interpret.

In order to avoid the halting problem, in other words, if ver-
ification is performed without defining the end of the linear
list structure, problems such as failure to complete the veri-
fication without completing the recursion and state explosion
will occur, the method is based on bounded model verification
technique [1], [2]. We also perform experimental evaluation
using SAW (Software Analysis Workbench)[3]. SAW is a re-
cent formal verification tool.

From the results of the experiments, we find that it is par-
tially possible to perform verification of function dealt with
recursive data structures in Java. This observation supports
positive possibility of FCV among C and Java with recursive
data structures.

The rest of this paper organized as follows. Section 2 gives
preliminaries. Section 3 describes the proposed method. Sec-
tion 4 and 5 give experimental evaluation. Section 6 discusses
the results. Finally, Section 7 summarizes this paper.
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2 PRELIMINARIES

2.1 Definition of Equivalence between
Functions

For given two program functions f and g with the same
parameters, we call that functions g and f are equivalent if
expression (1) holds.

∀x : f(x) = g(x) (1)

The parameter x can be easily extended to a parameter vec-
tors with the same signatures. Here, a signature is a list of
types corresponding to each element of parameters.

Please note that we don’t care the program languages used
for implementing functions f and g.

This paper usually deals with the case that f is implemented
in Java, while g is implemented in C.

2.2 SAW
SAW (software Analysis Workbench) [3] is an open source

tool developed by Galois Inc. that allows formal verification
of program functions written in C, C ++, Objective-C, and
Java. Figure 1 illustrates the architecture of SAW. SAW reads
a binary file llvm and jvm for a program written in C or Java.
It uses SAT/SMT solvers to check the satisfiability of the ver-
ification properties specified in the verification script. The
verification script is called SAW Script.

Figure 1: SAW Architecture

Here, we explain an example of verification using SAW for
functions written in C and Java. Listings 1 and 2 show func-
tions that return the doubled argument written in C and Java,
respectively. Listing 3 is a SAW Script that proves the equiv-
alence of these functions using java extract. The de-
scription at Line 10 defines the equivalence on both of return
values of the two functions as the verification property. The
proof is performed using a verification engine called ABC
[13] by the description of Line 11. This script can be run
on a terminal to prove it. If verification is successful, only a
success message is displayed. If it fails, it shows a concrete
example of an argument that fails verification.

SAW Script shown in Listing 4 uses java verify to
prove that the function shown in Listing 2 satisfies the ver-
ification property described in function spec. Line 2
shows that the argument x of the function to be verified is
given as integer. Line 3 indicates that the return value of the
function to be verified is always x ∗ 2 in 32-bit integer. Line

4 lets SAW use ABC, which is the default inference engine
of ABC. SAW specifies arguments and return value of the
function under verification. Users describe the above and the
verification property in SAW Script.

Listing 1: Mul.c
1 #include <stdint.h>
2 int old_function(int x){
3 return x * 2;
4 }

Listing 2: Mul.java
1 class Mul{
2 int new_function(int x){
3 return x << 1;
4 }
5 }

Listing 3: SAWScript
1 // Load C function
2 c_mul <- llvm_load_module "Mul.bc";
3 c_func <- llvm_extract c_mul "old_function"

llvm_pure;
4
5 // Load Java function
6 java_mul <- java_load_class "Mul";
7 java_func <- java_extract java_mul "

new_function" java_pure;
8
9 // Prove

10 let thm = {{ \x -> c_func x == java_func x}};
11 prove_print abc thm;

Listing 4: SAWScript
1 let function_spec : JavaSetup () = do {
2 x <- java_var "x" java_int;
3 java_return {{ x * 2 : [32] }};
4 java_verify_tactic abc;
5 };
6
7 java_mul <- java_load_class "Mul";
8 java_verify java_mul "new_function" []

function_spec;

2.3 SAT/SMT Solvers

SAT (SATisfiability problem) stands for to the satisfiabil-
ity problem in propositional formulas [11]. A SAT solver is
a program that determines whether a given SAT instance be
satisfied. SMT (Satisfiable Modulo Theories) [11] deals with
predicate logics including addition and subtraction on num-
bers, in addition to propositional logic dealt with SAT. A SMT
solver is a program that determines whether a given SMT in-
stance be satisfied.

SAW supports ABC [13], Boolector [7], CVC4 [6], math-
SAT [8], Yices [5], and Z3 [4]. Even for the same program,
the execution time of the script changes significantly depend-
ing on the solver. Therefore, it is necessary to select an ap-
propriate solver according to the algorithm of the program to
be verified.
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3 PROPOSED METHOD

3.1 Bounded Model Checking
Consider functions that deal with linear list structures. If

verification is performed without defining the end of the linear
list structure as shown in Figure 2, problems such as failure
to complete the verification without completing the recursion
and state explosion will occur.

In this paper, in order to solve this problem, we verify the
data of the structure using bounded verification method. The
bounded verification method verifies in general that the veri-
fication property is satisfied for the state obtained by all state
transitions from the initial state to a certain given number n,
by assumption that execution of a program is regarded as a
state transition. In general, bounded verification methods, are
realized by performing verification limited number applica-
tion of unfolding technique to iterations such as loops. In this
paper, we define n the size of data structure elements to be
given to the function to be verified, in order to realize bounded
verification in SAW verification as shown in Figure 3.

Figure 2: Liner List with Unspecified Size

Figure 3: Liner List with Specified Size

3.2 Introduction of Helper Functions to
SAWScript

Although it is common to use class variables as function
arguments, it is difficult to use class variables as arguments
of a function in SAW Script mainly due to the limitation of
SAW. Therefore, in this paper, a helper function is used to
SAW Script. The behavior of the function under the verifi-
cation is indirectly verified by verifying the behavior of the
helper function. Listing 5 is an example of the helper func-
tion. Function mulfunction in Listing 5 implements the
behavior of Listing 2 in a more complicated way. Although
mulfunction receives an integer and its instance as its ar-
guments, it is difficult to describe it as a verification property
in SAW Script. A helper helperfunc is, thus, used.

Listing 6 shows a script that verifies helperfunc. As the
argument of helperfunc is integer, it is possible to perform

verification. Moreover, it simplifies the description and have
ability to apply wide range of verification target.

In verification, it can be verified indirectly that the behav-
ior of the function mulfunction matches the verification
property by proving that the function helperfunc always
returns two times int given as an argument.

Listing 5: HelperExample.java

1 public class HelperExample{
2 int tmp = 2;
3
4 int mulfunction(int x, HelperExample test){
5 return x * test.tmp;
6 }
7
8 int helperfunc(int x){
9 HelperExample test = new HelperExample();

10 return test.mulfunction(x, test);
11 }
12 }

Listing 6: SAWScript for helper function

1 let function_spec : JavaSetup () = do {
2 x <- java_var "x" java_int;
3 java_return {{x * 2 : [32]}};
4 java_verify_tactic abc;
5 };
6
7 java_mul <- java_load_class "HelperExample";
8 java_verify java_mul "helperfunc" []

function_spec;

4 EXPERIMENTS

The following two research questions were established for
conducting the evaluation experiment.

RQ1 With the proposed method, can we use SAW to evaluate
the behavior of functions that handle recursive struc-
tures using Java?

RQ2 How much difference does the verification time pro-
duce depending on the solver used?

In order to investigate the above research questions, we im-
plemented two programs that deal with a linear data list struc-
ture and a binary tree structure, which are typical programs
that handle recursive data structures. Unlike C, Java, in gen-
eral, uses classes to implement a data structure.

Due to the limitation of SAW, we use a single Java class to
implement the data structures.

4.1 Linear List

Consider a program that recursively derives the summation
of data of all nodes for a linear list structure with n + 1 el-
ements. It uses a dummy data at the top node, as shown in
Figure 4.
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Figure 4: Linear Structure

Listing 7 shows a program that realizes a linear list struc-
ture in Java. In order to simplify the description of SAWScript,
we described all of them in a single class. Given an int array
and a top node of the linear list, the function insert adds
the node to the end of the linear list and return the top node
of the list. If you give the top node to linearSum, it recur-
sively derives the summation of the values up to the last node.
Also, as a help function for proving, we set up forProve.

The function forProve firstly generates an instance for
an int array as its argument. Next, the function insert is
called for every element of the array of the arguments. Fi-
nally, insertion is performed into the linear list. When inser-
tion ends, the result of calling linearSum is returned.

Listing 7: Java Linear class
1 public class JavaLinear{
2 int val;
3 JavaLinear next;
4
5 JavaLinear(int val){
6 this.val = val;
7 next = null;
8 }
9

10 int linearSum(JavaLinear now){
11 if(now.next != null){
12 return now.val + linearSum(now.next);
13 }else{
14 return now.val;
15 }
16 }
17
18 void insert(int val, JavaLinear header){
19 JavaLinear now = header;
20
21 while(now.next != null){
22 now = now.next;
23 }
24 now.next = new JavaLinear(val);
25 }
26
27 int forProve(int[] ary){
28 JavaLinear test = new JavaLinear(0);
29 for(int i=0; i<ary.length; i++){
30 insert(ary[i], test);
31 }
32 return linearSum(test);
33 }
34 }

Listing 8 is a SAW script for proving Listing 7. The func-
tion to be verified is forProve. In Line 1 to Line 5, the
following items are described. The argument ary is an int
array with 3 elements; The return value is the summation of
all the elements of the argument ary; and ABC is used for
verification of the property.

Listing 8: SAWScript for Java Linear Program
1 let linear_spec : JavaSetup () = do {
2 i <- java_var "ary" (java_array 3 java_int);
3 java_return {{ ((i@0) + (i@1) + (i@2)) }};
4 java_verify_tactic abc;
5 };
6
7 linear_java <- java_load_class "JavaLinear";
8 java_verify linear_java "forProve" []

linear_spec;

4.2 Binary Tree
Consider a program that recursively derives the summation

of data of all nodes in a given binary tree structure with n+1
elements with dummy data at the root node as shown in Figure
5.

Figure 5: Binary Tree Structure

4.2.1 The First Approach with Insert algorithm

The program that realizes binary tree structure by Java is shown
in Listing 9. Also, in this program, all descriptions are given
in a single class in order to simplify the description of SAWScript.
Given a root node for the function btreeSum, it recursively
derives the summation of all nodes in the binary tree. We
used the function insert in Listing 9 as an algorithm to in-
sert nodes into a binary tree. This function receives val and
the root of a binary tree as arguments. If val < now.val
is satisfied for the current node now, it moves to the left and
otherwise right. It finally inserts a new created node for the
argument val.

When this algorithm is verified using SAW Script of List-
ing 10, an error message saying “internal: uncaught unknown
exception: Unsupported or mismatched type when merging
values: 6::JavaBTree and null),” is generated. Thus, the veri-
fication cannot work well for this time and we used alternative
approach.

Listing 9: Java Binary Tree Program
1 public class JavaBTree{
2 int val;
3 JavaBTree left;
4 JavaBTree right;
5
6 JavaBTree(int val){
7 this.val = val;
8 left = null;
9 right = null;

10 }
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11
12 int btreeSum(JavaBTree now){
13 if(now == null){
14 return 0;
15 }
16 return btreeSum(now.left) + btreeSum(now.

right) + now.val;
17 }
18
19 void insert(int val, JavaBTree root){
20 JavaBTree now = root;
21 while(true){
22 if(val < now.val){
23 if(now.left != null){
24 now = now.left;
25 }else{
26 now.left = new JavaBTree(val);
27 break;
28 }
29 }else{
30 if(now.right != null){
31 now = now.right;
32 }else{
33 now.right = new JavaBTree(val);
34 break;
35 }
36 }
37 }
38 }
39
40 int forProve(int[] ary){
41 JavaBTree root = new JavaBTree(0);
42
43 for(int i=0; i<ary.length; i++){
44 insert(ary[i], root);
45 }
46 return btreeSum(root);
47 }
48 }

Listing 10: SAWScript for Java BTree Program
1 let linear_spec : JavaSetup () = do {
2 i <- java_var "ary" (java_array 2 java_int);
3 java_return {{ ((i@0) + (i@1)) }};
4 java_verify_tactic yices;
5 };
6 linear_java <- java_load_class "JavaBTree";
7 java_verify linear_java "forProve" []

linear_spec;

4.2.2 Alternative Approach

For a binary tree with n = 2 elements, we created a program
to generate 5 patterns of the entire binary tree shown in Fig-
ure 6 and replaced it with the function insert. The program
that defines the binary tree of pattern 1 in Figure 6 is shown
in Listing 11 When the verification is performed for the func-
tion forProve size2 pattern1 by limiting it to the ar-
gument n = 2, it is confirmed that verification by SAW can
be performed. As the behavior of the SAW Script is the same
as that shown in Listing 10, we omit it.

As shown above, since the research question in this paper
is to use SAW to verify the behavior of a function that handles
recursive structures using Java, the behavior of the algorithm
for inserting nodes into a binary tree is not the essence of
verification.

Figure 6: Whole patterns for Binary Tree with sizen = 2

Listing 11: Alternative Java Program for Pattern 1
1 int forProve_size2_pattern1(int[] ary){
2 JavaBTree node1 = new JavaBTree(0);
3 JavaBTree node2 = new JavaBTree(ary[0]);
4 JavaBTree node3 = new JavaBTree(ary[1]);
5 node1.left = node2;
6 node2.left = node3;
7 return btreeSum(node1);
8 }

4.2.3 Verification Changing The Number of Elements

As a result of the experiment in the previous section, it was
possible to verify the function dealing with the binary tree
recursively with SAW. Because the number of elements of
the binary tree used in the verification was small, we cannot
clarify the performance difference among solvers. Thus, we
need to investigate the change of verification time caused by
the size of binary tree.

The increase of the patterns of binary tree follows Catalan
number, hence, investigating all patterns is unfeasible by time
constraint. Therefore, we created complete binary trees in
range of the size n is 1 to 14 and verified by SAW. As the be-
havior of the SAW Script is the same as that shown in Listing
11, we omit it.

5 ENVIRONMENT of THE EXPERIMENTS

The following summarizes the specification of PC used for
the experiments.

• PC : TOSHIBA Dynabook T55/76MG

• OS : Windows 10 64bit

• CPU : Intel Core i7 4510U

• RAM : 8GB DDR3

The versions of the tools used in the experiments are as
follows.

• SAW : 0.2

• LLVM : 3.8.0

• Java : 1.8.0 211

• ABC : 1.0.1

• CVC4 : 1.5

• Z3 : 4.6.0
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• Yices : 2.5.4

• MathSAT : 5.5.1

We use (old) LLVM 3.8.0, due to the SAW limitation.

6 THE RESULTS OF EXPERIMENTS

Here, the experimental results are shown. The figures are
the execution time in seconds, rounded down to the fourth
decimal place. If the execution time exceeds 600 seconds, it
will time out.

6.1 Verification Times of Linear Lists

The results of the verification in Section 4.1 are shown in
Table 1.

Table 1: Verification Times for Linear Lists

n ABC CVC4 MathSAT Yices Z3
1 0.217 0.529 0.475 0.499 0.534
2 0.221 0.495 0.540 0.532 0.507
3 0.429 0.496 0.635 0.533 0.505
4 1.456 0.482 6.843 0.547 0.518
5 6.636 0.486 118.645 0.524 0.476
6 58.352 0.483 450.864 0.544 0.455
7 143.017 0.480 - 0.521 0.506
8 366.254 0.494 - 0.540 0.459
9 481.269 0.485 - 0.491 0.482

10 - 0.558 - 0.485 0.481

6.2 Verification Times of Binary Trees

6.2.1 Verification Times for Alternative Approach

The results of the verification in Section 4.2.2 are shown in
Table 2.

Table 2: Verification Times for Binary Trees (A.A.)

pattern ABC CVC4 MathSAT Yices Z3
1 0.471 0.572 0.624 0.494 0.558
2 0.411 0.597 0.638 0.513 0.596
3 0.388 0.622 0.720 0.491 0.585
4 0.375 0.584 0.683 0.493 0.666
5 0.372 0.594 0.749 0.482 0.588

6.2.2 Verification Times Changing The Number of Ele-
ments

The results of the verification shown in Section 4.2.3 are shown
Table 3.

Table 3: Verification Times for Binary Trees (C.E.)

n ABC CVC4 MathSAT Yices Z3
1 0.225 0.595 0.680 0.732 0.773
2 0.137 0.615 0.625 0.783 0.823
3 0.367 0.625 0.882 0.795 0.855
4 3.441 0.650 4.445 0.756 0.742
5 58.232 0.645 118.235 0.804 0.874
6 151.325 0.632 - 0.789 0.830
7 - 0.871 - 0.790 0.884
8 - 0.718 - 0.816 0.852
9 - 0.789 - 0.825 0.900

10 - 0.946 - 0.857 0.821
11 - 0.685 - 0.832 0.834
12 - 0.681 - 0.757 0.943
13 - 0.659 - 0.852 0.824
14 - 0.700 - 0.841 0.876

7 DISCUSSION

7.1 Linear Lists
According to the results of this experiment, verification was

possible for all the solvers used. While CVC4, Yices, and Z3
completed verification within one second at n = 10, timeout
occurred in ABC and MathSAT.

In the previous researches [15], verification results in Table
4 was obtained as a result of verification by SAW with 10
elements for a function that calculates the sum of linear list in
C.

Table 4: Verification times for Linear List in C

n ABC CVC4 MathSAT Yices Z3
10 6.981 1.132 291.854 307.307 59.110

In the verification for Java, we used an integer array as an
input, created an instance and inserted it at the end of the lin-
ear list. On the other hand, in the verification for C language,
we directly described the value of each element of the struc-
ture and the next node in SAWScript. One of the differences
in verification time that occurred between C and Java would
be caused by the difference between the style the SAWScript.

7.2 Binary Trees
7.2.1 Verification Error and Alternative Approach

When Listing 9 is verified, an error message saying “internal:
uncaught unknown exception: Unsupported or mismatched
type when merging values: 6::JavaBTree and null),” is gen-
erated. This error was not occurred when we commented out
the lines 26 and 33. Thus, the error is caused by these lines.
However, description like this also exists in Listing 7 and no
errors were occurred when we verified it.

When we used SAW 0.3, an error message saying “resolve-
SAWTerm: unimplemented sequence type,” is generated. Ac-
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cording to this message, SAW doesn’t verify this program
now. In conclusion, we couldn’t resolve this problem and
took alternative approach shown in Section 4.2.2.

In the alternative approach, we created helper functions like
shown in Listing 11. We verified that it returns the sum of int[]
array when it received it. In the helper functions, it defines
a binary tree based on its argument. The root node of the
binary tree is defined as dummy data and given for function
btreeSum.

Thus, when the helper function satisfies the verification
property, it can be verified inductively that when the func-
tion btreeSum receive the root node of the binary tree that
we defined, it returns the sum of the binary tree.

7.2.2 Verification Time

Generally, the verification time changes by the SMT expres-
sion used and solver’s spec storingly[14]. It is known as dis-
advantage of SMT verification and to overcome this problem,
we usually use methods shown below.

• Modify the SMT expression.

• Change the SMT solver.

However, SAW creates an SMT expression automatically, users
cannot modify it. Thus, we need a method to find a SMT
solver that can verify in a short time.

In this paper, we restricted the size of binary tree to n and
created helper functions that defines the all pattern of struc-
ture of binary tree below size n like Listing 11. Helper func-
tion in Listing 11 satisfies that when it receive an array with
size n = 2, it returns the sum of the all array by results of SAW
verify. In Listing 11, binary trees generated based on the ar-
gument and root node is received by function btreeSum.
Thus, function btreeSum satisfies that when it receive the
root node of binary tree, it returns the sum of the all nodes in
range of 0 ≤ n ≤ 2.

When we don’t consider nodes’ order, the relation of the
number of all nodes x = n+ 1 and the number of patterns of
binary tree P (x) is defined in (2) based on Catalan number.

P (x) =
2x!

(x+ 1)!x!
(x ≥ 1) (2)

When we consider nodes’ order, in other words, when we
consider the binary trees in Figure 7 are different, P (x) is
defined in (3).

Figure 7: Two binary trees in different orders

P (x) =
2x!

(x+ 1)!x!
x!(x ≥ 1) (3)

In this paper, additional verifications were performed with
SAW for all binary tree patterns considering the nodes’ order

in range 1 ≤ x ≤ 3 and confirmed all patterns satisfies the
verification properties. Thus, the function btreeSum returns
sum of the btree when it received the root node of the binary
tree in range 0 ≤ n ≤ 2.

To automate verification the Java program of binary tree,
we need to create a program that generates Java functions that
define all the binary tree structures exhaustively in range less
than any size n. However, the number of binary tree patterns
increases based on (3) and it takes amount of time to verify.

Currently, it is difficult to predict verification time by SMT
solver[14]. We can find the solver that can verify in a short
time by changing the size of data structures.

7.3 Equivalence between C and Java
Though Listing 3 can verify the equivalence of functions

written in C and Java, it is due to the simple structure of the
functions that have the same input. We have to provide a
method to verify the equivalence of functions strictly written
in C and Java.

As mentioned before, Java deals with structures in a dif-
ferent way of C. In this paper, helper functions are used for
verification of functions using recursive structures described
using Java classes. Also, we use java verify in the func-
tion verification script.

In the previous research [15], in order to verify the func-
tion using a recursive structure described in C, the value held
in each element of the structure and the pointer to the next ad-
dress is described explicitly in the SAW script. The head (or
root) of the structures is also given explicitly described. Using
these items as arguments, verification is performed success-
fully. Crucible llvm verify is used as the verification
strategy function in the verification script.

If we have to show the equivalence of multiple functions
written in the same language, we can prove the equivalence
by showing that the same verification property is satisfied for
each pair of functions. However, C and Java is verified in a
different manner, and also java verify and
crucible llvm verify are different verification pack-
ages.

8 CONCLUSION

We applied our proposed method to Java programs dealing
with two types of recursive data structures and verified using
SAW, and show that verification is actually possible. For the
verification for the linear lists, comparison with the verifica-
tion for C in the previous research was discussed.

In this paper, we proposed the method to simplify the de-
scription of SAW Script and to verify inductive by creating a
helper function and defining a structure exhaustively in it. We
confirmed that equivalence verification by SAW can be per-
formed in the sense that two functions written in C and Java
satisfy the same verification property.

As future work, we will conduct further evaluation exper-
iments and devise a method to verify the equivalence of the
behavior of functions dealing with recursive data structures
described in C and Java. In addition, we would like to inves-
tigate the influence of language and algorithm on the solvers,
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and consider a method to find the optimal solver in equiva-
lence verification.
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Abstract – To enable automated analysis of human motion 
data collected by acceleration sensors, gyro sensors, or 
motion capture devices, an approach for accurately 
segmenting primitive actions is required. Whereas most 
existing approaches use templates of basic actions such as 
“stand up”, “walk” and “sit down”, we introduce a novel 
problem called “structural motif discovery” that aims to find 
segments without templates from repetitive routine motion 
that consists of regularly ordered (actions?). We also propose 
a novel segmentation method that approximates the time 
series with a sequence of convex-shaped patterns by means 
of leg analysis, which is parameter-free and its complexity is 
𝑂𝑂(𝑁𝑁) , where N is the length of a given time series. The 
experimental results show that our proposed method is 
effective for both simulation data and real data from repetitive 
assembly operations.  

Keywords: Time series, Segmentation, Human motion 
analysis, Sensor data mining, Convex-shaped pattern 

1 INTRODUCTION 

To enable automated analysis of human motion data such as 
exercise monitoring, gesture recognition, human machine 
interaction, and robot imitation learning, segmenting 
primitive actions is critical [1][2][3]. Time series 
segmentation is the process of identifying the temporal events 
of movements of interest, making a continuous sequence of 
time series into smaller subsequences to facilitate movement 
identification, modeling, and learning.  

We have developed two applications of human motion 
analysis with acceleration sensors, gyro sensors, and motion 
capture devices. The application domains are factory work 
processes [4] and baggage lifting work [5].  In these 
applications, time series segmentation is critical. Therefore, 
we propose a novel segmentation method that approximates 
the time series with a sequence of convex-shaped patterns 
from a continuous motion sequence with leg analysis [6]. 

The rest of our paper is organized as follows. Section 2 
describes the problem statement, our approach, and the scope 
of this paper. Section 3 describes our method that consists of 
convex feature extraction and symbolic convex 
approximation. Section 4 evaluates our method on one 
simulation and one real data sets. 

2 BACKGROUND 

2.1 Problem Statement 

A typical method for human motion analysis is a 
combination of template matching by dynamic time warping 
(DTW) and change point detection by segmentation 
according to Zero Velocity Crossing (ZVC) with given 
general templates such as “stand up”, “walk” and “sit down” 
[1][2][3]. However, factory worker motions are complicated 
and depend on the target product and the target process, so it 
is difficult to prepare specific templates that correspond to 
such motions for  the purpose of analysis. Therefore, we need 
to deal with the problem of how to extract basic actions 
without templates from time series collected by sensors such 
as acceleration, gyro and motion capture. The type of motion 
targeted in this paper is a repetitive routine operation that 
consists of regularly ordered basic actions.  

Figure 1 shows an example of a repetitive routine operation. 
The routine operation consists of three basic actions, which 
are “(a) carry a main body product from a previous process”, 
“(b) attach a part to the main body product (action B)” and 
“(c) carry the main body product to the next process”. 
Hereafter, we call a repetitive routine process a cycle. A cycle 
is important in the factory domain, because it corresponds to 
a process in production. If we can extract a cycle correctly, 
we can measure the working time of a process. The automatic 
measurement of each working process time for each worker 
helps us to find bottleneck operations, an operation error, and 
also possibly measure the fatigue level of the worker, which 
are useful for improving product efficiency.  

The cycle in Figure 1 is expressed by  ”abbc”,  ”abbbc” or  
“abc”, if the action “b” repeats more than once depending on 
the specification of a product. By using a regular grammar, 
the cycle can be expressed by ”a(b+)c”. The problem in this 
paper is described by the following. 

Problem: Let X be a time series that corresponding to a series 
of repetitive routine operations that consist of regularly 
ordered actions. Find a repetitive routine pattern in X and find 
a regular expression to represent that pattern. 

Hereafter, we call the above problem structural motif 
discovery. 
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Figure 1: An example of time series with substructure 

2.2 Approach  
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A typical existing method to solve the structural motif 
discovery problem is motif discovery [7][8]. Because the 
subsequences corresponding to the same action are similar to 
each other, we can find the basic actions as repeatedly 
occurring subsequences by means of motif discovery. 
However, existing motif discovery algorithms require 
subsequence lengths for basic actions. In our problem setting, 
we do not know the subsequence length of a basic action. 
Furthermore, the complexity order of motif discovery is 
𝑂𝑂(𝑁𝑁2) or 𝑂𝑂(𝑁𝑁3), where N denotes the length of the time 
series, because of the embedded calculation of Euclidean or 
DTW distances. 
 

 
Figure 2: An example of the result by leg analysis 

We investigate a novel approach to approximating a time 
series with a series of convex-shaped patterns by means of a 
leg analysis algorithm, which is parameter free and its 
complexity order is 𝑂𝑂(𝑁𝑁). We expect that our approach has 
advantages over the existing motif discovery algorithms with 
Euclidian or DTW distances in the following aspects.  

(i) Feature extraction:  The highest-cost process in solving 
structural motif discovery problems is the feature extraction 
to recognize actions. The feature extraction in our approach 
is convex-shaped pattern extraction by leg analysis, whereas 
that in existing approaches is nearest neighbor search with 
Euclidian distance. Our computational complexity is O(N), 
vs. 𝑂𝑂(𝑁𝑁2) of existing methods. 

(ii) Parameter selection: A required parameter of our 
approach is the magnitude level of a convex-shaped pattern, 
whereasexisting methods require the subsequence length. 
Though the subsequence length varies for each basic action, 
the magnitude level can be expected to be more independent 
from each basic action, because the magnitude level depends 
on small primitive human motions that construct a basic 
action. This hypothesis is perhaps not self-evident, so it 
requires exhaustive experiments to test it. 

(iii) Parameter optimization: When we try another parameter 
value, our approach does not need recalculation for feature 
extraction, which existing methods do. The difference is that 
leg analysis is parameter-free so that extracted features are 
also independent of this parameter. Our approach is easier to 
try for various parameter values than existing methods. 

(iv) Robustness: Our approach approximates time series with 
convex-shaped patterns, while existing methods treat a strict 
shape by Euclidean distance. This difference has pros and 
cons. With regard to robustness to the noise in time series, our 
approach has the possibility to be superior. Structured motif 
discovery requires a huge combinatorial calculation cost, 
therefore an approximation approach has the possibility to be 

able to prune search trees efficiently. On the other hand, with 
regard to the precision of pattern recognition, existing 
methods might be superior to our method.  This hypothesis 
also requires exhaustive experiments to test it. 

2.3 Scope 

The purpose of this paper is an early stage trial to confirm 
if our approach can provide an insight into the structural 
motif discovery problem.  We formulate our approach and 
evaluate it one two examples: one simulation data set and 
one real data set. A quantitative evaluation on exhaustive 
experiments and parameter optimization methods are left as 
future work.  

3 METHOD 

3.1 Convex Feature Extraction  

Leg analysis [6] provides a convex pattern extraction 
algorithm to extract every convex-shaped pattern which has 
local maximal or local minimum values. A convex-shaped 
pattern is characterized by a 4-tuple (“peak position”, 
“magnitude”, “left terminal”, “right-terminal”). In a precise 
definition, we should treat a trapezoid as a convex-shaped 
pattern in the case when its peak is a flat region, but here we 
only show a simplified definition of it for readers to 
understand the key idea of our approach. The precise 
definition and a detail algorithm for its computation are 
covered by the original paper [6]. 
 

 
Figure 3: An example of a convex-shaped pattern and 

its convex index 
 

We define a time series, a subsequence, a convex pattern 
index and a convex profile as a data-structures to describe a 
convex-shaped pattern. Figure 3 shows an example of a 
convex-shaped pattern and its convex index. 
 
Definition: Time series 
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A Time Series X=[x1,…,xm] is a continuous sequence of 
real values. The value of the i-th time index is denoted by 
X[i] = xi.  

Definition: Subsequence 
  A subsequence 𝑆𝑆 = [xp, xp+1,...,xq] = X[p:q] is a continuous 
subsequence of X starting at position p and ending at position 
q. We denote the length of a subsequence 𝑆𝑆 by len:

𝑙𝑙𝑙𝑙𝑙𝑙(S) ≡ 𝑞𝑞 − 𝑝𝑝 + 1 

Definition: Convex index 
A convex index is a 4-tuple (peak position, magnitude, left 
position, right position). A peak position is a time index at 
which the peak of a convex-shaped pattern is. A magnitude is 
a height of a convex-shaped pattern. A positive magnitude 
value means that a pattern is convex, and a negative 
magnitude value means that a pattern is concave. A left 
terminal is a time index at which a convex-shaped pattern 
starts. A right terminal is a time index at which a convex-
shaped pattern ends.  

Definition: Convex profile 
Let X be a time series. A convex profile of X is a list of 
convex indexes that correspond to an output of convex pattern 
extraction process for input X. We denote a convex profile as 
CP and the i-th convex index in CP as CP(i). We denote a 
peak position, magnitude, left position and right position of 
CP(i) as CP(i).p, CP(i).m, CP(i).l and  CP(i).r respectively. 

Convex pattern extraction is represented as a function from 
a time series X to a convex profile of X. A subsequence 
corresponding to a convex index C(i) is represented as 
X[C(i).left: C(i).right] where X is a time series. We also 
define a magnitude function to plot the magnitude values to 
visualize the outline of a convex profile. 

Definition: Magnitude function 
Let X and CP be a time series and the convex profile of X 
respectively. Magnitude function mf is a function from each 
time index of X to a real value.  
If t is a time index at which a convex index CP(i) has a value 
as a peak position, then mf[t] =CP(i).m, otherwise mf[t] = 0. 
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Figure 4: An example of a magnitude function 

Figure 4 shows an example of a time series and its 
magnitude functions. Top graph is a line graph of the original 
time series data. The second graph is its magnitude function. 
We see that a convex-shaped pattern in the original data 
corresponds to a spike in the magnitude function. The bottom 
graph is the magnitude function that has only positive values. 
Heareafter, we use only positive magnitudes in this paper.  

Table 1 shows an example of a convex profile of a time 
series shown in Figure 3. One line of a convex profile 
corresponds to one peak value in the magnitude function. 

Table 1: An example of a convex profile 

Peak 
position 

Magnitude Left 
termnal 

Right 
terminal 

16 0.52 1 32 
38 0.17 35 42 
50 0.11 35 51 
63 0.53 35 92 
75 0.10 74 81 
100 0.16 92 104 
128 0.52 92 145 
140 0.09 139 145 
172 0.50 145 190 
187 0.10 186 190 

3.2 Symbolic Convex Approximation 

Symbolic convex approximation is a means to approximate 
a time series with a set of convex-shaped patterns by means 
of a magnitude constraint bin, which is a rule for selecting a 
convex index and its mapping to a symbol. A magnitude 
range bin is defined by the following. 

Definition: Magnitude constraint bin 
A magnitude constraint is a logical formula that consists of 
inequalities on magnitude. A magnitude constraint bin is a list 
of range constraints which are exclusive of each other.  

A convex decomposition is a set of convex-shaped patterns 
to approximate a time series. A required magnitude level 
depends on the application, and we can control a magnitude 
constraint bin to get convex-shaped patterns that are suitable 
for an application. Symbolic convex approximation is a 
sequence of symbols used to extract a cycle that consists of 
regularly ordered patterns by means of a string matching 
technique. A convex decomposition and a symbolic convex 
approximation are defined in the following. 

Definition: Convex decomposition 
Let CP be a given convex profile, and let MB be a magnitude 
constraint bin. A convex decomposition is a set of convex 
patterns in CP that satisfy either one of the magnitude 
constraints in MB. Each convex index 𝐶𝐶(𝑖𝑖) is modified to 
𝐶𝐶′(𝑖𝑖)  so as not to cross another convex pattern by the 
following formulas: 
𝐶𝐶′(𝑖𝑖). 𝑙𝑙= max(𝐶𝐶(𝑖𝑖). 𝑙𝑙, max{𝐶𝐶(𝑗𝑗). 𝑟𝑟 | 𝑗𝑗 ∈ {𝑗𝑗|𝐶𝐶(𝑗𝑗). 𝑟𝑟 < 𝐶𝐶(𝑖𝑖). 𝑝𝑝}}) 
𝐶𝐶′(𝑖𝑖). 𝑟𝑟= min(𝐶𝐶(𝑖𝑖). 𝑟𝑟, min{𝐶𝐶(𝑗𝑗). 𝑙𝑙 | 𝑗𝑗 ∈ {𝑗𝑗|𝐶𝐶(𝑗𝑗). 𝑙𝑙 > 𝐶𝐶(𝑖𝑖). 𝑝𝑝}}) 
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Definition: Symbolic convex approximation 
Let CP and MB be a convex profile and a magnitude 
constraint bin respectively. If a convex index C(i) satisfies a 
magnitude constraint j, symbolic convex mapping is defined 
to be a function from C(i) to a symbol that corresponds to j. 
That is, if a magnitude constraint j is different, the mapped 
symbol of j is different. The image of a symbolic convex 
mapping from a convex profile is called a symbolic convex 
approximation. 
 

Figure 5 shows the convex decomposition and the symbolic 
convex approximation of a raw data shown in the top graph 
of Figure 4. The top graph is the line graph for the original 
data. The second graph is a convex decomposition that 
corresponds to  a magnitude constraint “M >= 0.4”, which 
means its magnitude is greater than or equal to 0.4. The 
corresponding convex shaped-patterns are labeled as “A”. 
The third graph is a convex decomposition that corresponds 
to  a magnitude constrant “0.075 < M and M<=0.4”. The 
corresponding convex shaped-patterns are labeled as “B”. 
The bottom graph is a convex decomposition that 
corresponds to  a magnitude constraint bin {“M >= 0.4”, 
“0.075 < M <=0.4”}. Note that the left and right terminals of 
the extracted convex-shaped patterns are modified by the 
definition of convex decompostion. The symbolic convex 
approximation by this decomposition is “ABBABBABAB”. 
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Figure 5: An example of a convex decomposition and 

its corresponding symbolic convex approximation 

4 EXPERIMENTAL VERIFICATION 

This section evaluates our method on one simulation and 
one real data sets. 

4.1 An experiment on a simulated time series  

Figure 6 shows the magnitude functions corresponding to 
serveral magnitude constraints for the simulated time series 

shown in Figure 1. The top graph is a line graph of the 
simulated data. The second graph is a magnitude function 
graph that corresponds to a magnitude constraint “M > 0”, 
which means the magnitude value is greater than 0. The third 
graph is the magnitude function that corresponds to a 
magnitude constrant “8.5 < M”. This graph shows that  the 
convex patterns “a” and “c” in Figure 1 can be extracted by 
this magnitude constraint. The bottom graph is the magnitude 
function that corresponds to a magnitude constrant “4.5 < M 
and M<=8.5”. This bottom graph shows that a magnitude 
convex pattern “b” in Figure 1 can be extracted by that 
magnitude constraint. 

 
Figure 6: The magnitude functions of a simulated 

data set 
 

 
Figure 7: The convex decompositions and the 

symbolic convex approximation of simulated data 
 

Figure 7 shows the convex decomposition and the symbolic 
approximation of the simulated data. The top graph is the line 
graph for the original data. The second graph is a convex 
decomposition that corresponds to a magnitude constraint of 
“M >= 8.5”. The extracted convex-shaped patterns are 
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labeled as “A”. The third graph is a convex decomposition 
that corresponds to  a magnitude constrant “4.5 < M and 
M<=8.5”. The extracted convex-shaped patterns are labeled 
as “B”. The bottom graph is a convex decomposition that 
corresponds to a magnitude constraint bin of {“M >= 8.5”, 
“4.5 < M and M<=8.5”}.  

The symbolic convex approximation by this decomposition 
is “ABBABABBBABABAB”. If we replace a pattern “AB” 
followed by the repetition of pattern “B” with “c”, we get 
“ABBcABBBcABc”. After this step, if we replace “A” with 
“a” and replace the repetition of “B” with (b+), we get 
“a(b+)ca(b+)ca(b+)c”.  This regular exparesion is what we 
wanted to find. The above procedure contains an ambiguous 
step, because a single occurrence of “B” after “A” can match 
two patterns “AB” and A(B+). In the case of this example, we 
can disambiguate it to use the peak positions of convex 
shaped patterns “A” and “B”. An algorithm to aquire regular 
expression by using both a magnitude and a peak position can 
be considered in future work. 

4.2 Factory Work Process 

The second example involves human motion in a factory 
work process. Figure 8 shows an acceleration time series for 
a cardboard packaging process. Each cycle consists of 4 
basic operations: (a) Preparing  a cardboard, (b) labeling，
(c) packaging and (d) carrying a cardboard. The repeated
process can be segmented by discovering a motif, which is a 
subsequence frequently occurring in a time series. In Fig. 1, 
the subsequences corresponding to (a), (b), (c) and (d) are 
examples of motifs. 

Figure 8: Time series of factory working process 

The segmentation problem for this data is to extract each 
cycle that consists of basic actions (a), (b), (c) and (d). 

Figure 9: The magnitude function of a factory work 
process data set 

Figure 9 shows the magnitude functions corresponding to 
serveral magnitude constraints for a factory work process 
data set shown in Figure 8. The top graph is the line graph for 
the raw data. The second graph is the magnitude function that 
corresponds to the magnitude constraint “0 < M”. The third 
graph is the magnitude function that corresponds to the 
magnitude constrant “11.2 <= M”. This graph shows that the 
peak of a segment “c” in Figure 8. can be extracted by this 
magnitude constraint. The bottom graph is the magnitude 
function that corresponds to a magnitude constrant “7 < M < 
11.2”. This bottom graph shows that the starting point of a 
segment “a” and the peak of a segment “b” in Figure 8 can be 
extracted by that magnitude constraint. 

Figure 10: The convex decomposition and the 
symbolic convex approximation of a factory work 

process data set 

Figure 11: The relation between the segments in a 
factory work process data set and the extracted 

convex-shaped pattern 
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Figure 10 shows the convex decompositions and the 
symbolic approximation of the factory work process data. 
The top graph is the line graph for the original data. The 
second graph is the convex decomposition that corresponds 
to  a magnitude constraint “11.2 <= M”. The extracted 
convex–shaped patterns are labeled as “A”. The third graph 
is the convex decomposition that corresponds to  the 
magnitude constrant “7 < M <11.2”. The extracted convex-
shaped patterns are labeled as “B”. The bottom graph is a 
convex decomposition that corresponds to  the magnitude 
constraint bin {“11.2 <= M”, “7 < M <11.2”}.  

The symbolic convex approximation by this decomposition 
is “BABBABBABBABAB”. This symbolic sequence does 
not correspond to the exact segments shown in Figure 8. 
However, a repeated sequence “BAB” corresponds to one 
cylcle, so that we can calculate the working time per one cycle. 
This result is useful from the point of view of  our application.  
Figure 11 shows the relation between the segments in the 
factory work process and the convex-shaped pattern 
extracted by our algorithm. The peak of convex-shaped 
pattern “A” seems to correspond to the starting point of a 
segment “a” and the ending point of a segment “d”.  How to 
obtain segments required by a given application by the 
convex-shaped pattern will also be considered in future 
work. 

5 CONCLUSION 

We defined the structural motif discovery problem and 
proposed a novel segmentation method that approximates the 
time series with a sequence of convex-shaped patterns by 
means of leg analysis. The experimental results show that our 
method has the potential to solve the structural motif 
discovery problem. We only evaluated our method on two 
simple examples. Evaluation on exhaustive data is future 
work. Technical future challenges include the following: 
(1) Magnitude constraint selection 
   We manually tuned magnitude constrains depending on the 
experimental data. How to select an appropriate magnitude 
constraint is the first major challenge. 
(2) Regular expression acquisition 
  An algorithm to aquire regular expression by using both 
magnitude and a peak position is also future work. 
(3) Segmentation with a convex-shaped pattern 

How to obtain segments required by a given application by 
the convex-shaped pattern will also be considered in our 
future work. 

This work is supported by JSPS KAKENHI Grant Number 
17K00161. 
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Abstract - Wagyu is known in the world as a branded beef
of Japan. We are exploring how to predict Wagyu beef qual-
ity from protein expression profiles of early-stage beef cattle.
Since the protein expression data has a large amount of pro-
teins, we must select a part of them that is truly correlated
with beef quality. As the sparse linear regression method,
LASSO (Least Absolute Shrinkage and Selection Operator)
is the best-known. Although LASSO retrieves a small num-
ber of features that explains the target traits, it does not aware
groups of samples that has different trends. Unfortunately,
it is known that Wagyu data has different trends with each
branded region because of the difference in breeding methods
of Wagyu beef. In this paper, we propose a method to select
features that commonly effects on beef quality among mul-
tiple regions as well as features specific to each region. By
identifying those two sorts of features separately, we would
have better understanding on the elements to improve beef
quality, and would be possible to predict beef quality more
accurately than normal LASSO regression.

Keywords: Wagyu, Carcass Characteristics, Feature Selac-
tion, LASSO, Sparse Analyses

1 Introduction

Wagyu is known as a high-quality branded beef of Japan,
with a feature of soft and tender meats due to fats mixed in the
meat. There are several regions famous for Wagyu in Japan,
and each region has different policy of breeding sires and beef
cattle to produce larger amount of higher-quality meat. This
contention among regions has improved the methodology of
breeding beef cattle so far. However, since they mostly de-
pends on traditional methods based on statistics on bloodlines
or breeding experience, there is a clear limitation of improve-
ment.

Recently, several comprehensive analysis in genomics or
proteomics have been developed; for example, gene and pro-
tein expression profiles that include expression values of so
many genes and proteins are available with smaller cost than
ever. Specifically, we have a large number of explanation vari-
ables retrieved from each samples, which potentially makes
us predict beef quality of each beef cattle in the early stage
of beef-cattle breeding. This also could lead to the innova-
tive methodology of breeding beef cattle to improve its beef
quality.

Here, the first problem is that the variables in genes or pro-
tein profiles are so many that we can hardly select the optimal
variable set to predict beef quality. The second problem is that
beef cattle of distinct regions has different trend on its data
so some analytic methods to treat this problem is required.
As for the first problem, recently sparse analyses have been
developed in which near optimal feature selection is possible
with small computational cost. Especially, if we intend to per-
form multiple regression, LASSO (Least Absolute Shrinkage
and Selection Operator) [1] is often used. LASSO minimizes
MSEs (Mean Square Errors) in the form of multiple linear
regression, in which by using L1 regularizer most of the coef-
ficients are to shrink to zero. LASSO actually selects a near-
optimal variable set within feasible time even if the number
of available variables is very large. However, LASSO has a
problem in Wagyu analysis that it cannot catch up with the
trend of each branded Wagyu regions.

Multi-task LASSO[2], which considers multiple objective
functions in selecting a variable set has been proposed. Multi-
task LASSO applies L1/L2 penalty to retrieve a variable set
that commonly explains the multiple objective functions. This
by definition can be used to explain the trend of each region of
Wagyu brand by retrieving the common variable that explains
trends of the all target regions. However, it is known in both
LASSO and Multi-task LASSO that the selected variables are
not always optimal in terms of multiple regression so that we
can hardly retrieve the optimal set of variables that explains
the target traits of Wagyu beef [3]. Methods to retrieve the
optimal variable set while considering multiple Wagyu brand
regions are required.

In this paper, we present a solution for this problem, i.e., we
propose a variable selection method that retrieves an optimal
commonly effecting variables among multiple Wagyu regions
within a feasible computational time. We exploit a single re-
gression results, i.e., correlation coefficients, and fairness in-
dices among them to retrieve a small number of variables as
a candidate of selected variables. By testing all combinations
of the candidate variables in multiple regression, we finally
retrieve the best variable set within feasible time.

This paper is organized as follows. In Section 2, we de-
scribe the trend of Branded Wagyu beef. In Section 3, we
introduce LASSO and Multi-task LASSO. In Section 4, we
present a proposed method, and evaluation results are shown
in Sectio 5. Finally we conclude the work in Section 6.

169

International Workshop on Informatics ( IWIN 2019 )



2 A Brand Wagyu Beef

Japanese Black Cattle is a beef cattle peculiar to Japan,
which produces various brand beef called Wagyu such as Kobe
beef, etc. There are many regional brand beefs in Japan, each
of which has its own way to breed cattle, and apply its own
criterion to authorize whether each head of cattle is sold under
the name of the brand beef. As the authorization criteria, there
are several items, e.g., the birth of cattle, the way to raise cat-
tle, the rating of beef, etc. Among them, the rating of beef is
the most important. The rating criteria include various values,
and especially 6 items among them are regarded as the most
important ones to judge whether a head of cattle is authorized
as brand beef [4]. The 6 items, which we call economical
traits, are CW (Carcass Weight), BMS (Beef Marbling Stan-
dard), YE (Yield Enhancement), RT (Rib Thickness), SFT
(Subcutaneous Fat Thickness), and REA (Rib-Eye Area). Ba-
sically from these criteria, the price of beef in the market is
determined. Therefore, the farmers of brand beef have been
made a great endeavor to produce quality beef.

Wagyu farmers take various methodologies to produce qual-
ity beef stably. One of the most important methods is to con-
trol bloodline so as to have better values of the economical
traits. Since the bloodline is known to have close relationship
with economical traits, efficient inbreeding by producing and
identifying genetically excellent individual cattle has a signif-
icant importance to improve the value of brand beef site. Each
brand-beef site usually breeds several head of cattle called
sires that have excellent genetic ability [5][6]. From sires, we
take sperms and freeze them, and sell them to farmers. With
this system, excellent bloodline of sires is distributed to farm-
ers and generate thousands of children cattle from an excellent
sire. Note that, in brand-beef sites, father of each beef cattle is
called ‘1-generation ancestor’ and the father of beef cattle is
one of the most important criteria to predict economical traits
of beef cattle.

As a statistical methodology to predict economical traits of
beef cattle from past records, the breeding values are usually
used in brand beef sites. The breeding values are calculated
for each economical trait, which represent the ability to im-
prove the trait values compared to the average ability in the
group. There are two kinds of breeding values, i.e., estimated
breeding values and expected breeding values. The former is
calculated for sires who have descendants with carcass char-
acteristic scores and represents the ability to improve 6 eco-
nomical traits. In contrast, the latter is calculated for each
beef cattle that does not have enough number of descendants
to estimate breeding values.

We have several variations of bloodline models used to
compute breeding values. Currently, the most frequently used
model is so called ‘animal model,’ which considers all the rel-
ative relationship including brothers of beef cattle that have
the same mother. With a bloodline model and the data set,
BLUP method calculates the breeding values in a statistical
manner as the genetic ability inherited through bloodlines [7].
The expected breeding value for each beef cattle is calculated
as the average of its two parents.

On the other side, raising method to produce high-value
beef cattle stably also has been studied so far. However, meth-

ods in this area are mostly depends on experiences of farm-
ers, and are not based on any scientific results or real data.
For example, livestock associations or stock farmers have ac-
cumulated their experience to raise high-value beef cattle as
know-how or some kind of manuals. This kind of information
has wide variations from direct methods such as how to feed
cattle to indirect methods such as the structure of cowsheds.
As for the academic results, a few studies have been pub-
lished on the relationship between raising methodology and
economical traits. For example, there is a study on improv-
ing BMS values by controlling the concentration of vitamin
A [8]. However, in the current state, we have still too little
knowledge to actually control economical traits in raising in
livestock farms.

3 LASSO and Multi-task LASSO

LASSO [1] is a well-known technique for feature selection
from the large number of features based on linier regression
models. Let S be the given set of samples, and F be that of
features. Let xsf (s = 1, 2, . . . , |S|, f = 1, 2, . . . , |F |) be the
measured feature value of sample s on feature f , where |S|
and |F | are the number of elements of S and F , respectively.
Hereafter we may write just S and F in place of |S| and |F |
for conciseness. Let xs = (xs1, xs2, . . . , xsF )

tr, be the mea-
sured vector for each sample s ∈ S, where Atr denotes a
transposed matrix of A. Let X = [x1,x2, . . . ,xS ] be the ma-
trix of the feature data. Let ys be the measured trait values for
each sample s, and y = (y1, y2, . . . , yS) be the trait vector.
Then, LASSO is formulated as follows:

β̂ = arg min
β

(∥y − βX∥+ λ|β|) (1)

where λ is a non-negative regularization parameter, and β =
(β1, β2, . . . , βF ) is a coefficient vector for X . Additionally,
∥β∥ represents the L2 norm of a vector β defined as ∥β∥ =√∑

f∈F β2
f , and |β| represents the L1 norm defined as |β| =∑

f∈F |βf | Due to the effect of L1-norm penalty with λ, most
of βf converges to zero during the computation of the optimal
solution. As a result, we have a small number of non-zero
coefficients, and this process works as a feature selection from
a large number of feature variables.

Multi-task LASSO [2] is an extension of LASSO, which
treats multiple objective functions. Let us denote T as the set
of tasks (i.e., set of objective functions), and also let us define
a feature matrix and a trait vector for each task. Namely, we
let x(t)

sf be the measured feature values for task t ∈ T . Also,

let y(t)s be the measured trait values for task t ∈ T . Similarly,
we also write x

(t)
f , X(t), y(t), β(t) etc. Note that the number

of samples for each task S(t) could be different. Then, the
multi-task LASSO is expressed as follows:

Ŵ = arg min
W

(
∑
t∈T

∥y(t) − β(t)X(t)∥+ λ|w|), (2)

where W is the coefficient matrix that combines all coef-
ficient vectors, defined as W = [β(1),β(2), . . . ,β(T )], and
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Figure 1: L1/L2 Regularization in Multi-task LASSO

w is the vector of L2 norms of the coefficients where w =
(∥w1∥, ∥w2∥, . . . , ∥wF ∥), and wf for f ∈ F is defined as
wf = (β

(1)
f , β

(2)
f , . . . , β

(T )
f ). Note that the regularization

term is the combination of L1 and L2 norms, as shown in
Fig. 1. In multi-task LASSO, the coefficients β(t)

f are defined
for each f ∈ F and t ∈ T . To proceed feature selection and
coefficients optimization altogether, multi-task LASSO uses
the combination of L1/L2 regularization. First, L2-norm of
wf , the coefficients vector of the same feature is computed,
and second, L1-norm of those are used in the regilarization
term. This enables us to select the commonly effective fea-
tures for all tasks first, and then to optimize coefficients of the
selected features within each task.

Multi-task LASSO can be applied to our problem. Note
that, in each region t of brand Wagyu, distinct samples, i.e.,
heads of beef cattle, are grown up so that we have measured
feature sets X(t) for each region t. As for the trait, we apply
the same trait such as BMS, but each region has their own beef
cattle, so that the data is expressed as y(t). By solving multi-
task LASSO with the above X(t) and y(t), we can obtain the
commonly effective feature set among multiple regions within
the framework of multi-task LASSO. However, the problem is
that multi-task LASSO lacks optimality so that a non-optimal
set of features would be selected frequently. In this paper, we
try to improve the optimality utilizing correlation coefficients
between y(t) and x

(t)
f .

4 Proposed Method

In our method, we select a set of features from F that
is commonly effective among multiple measured sets X(t),
t ∈ T . Specifically, as LASSO is based on multiple re-
gression analysis, we aim at obtaining a set of features that
leads equally high multiple correlation coefficient for every
sets X(t).

Our strategy for this is to utilize (not multiple) correlation
coefficients between each one feature and the trait variable.
There is a tendency that, if the multiple correlation coefficient
for a set of features is high, then each of the feature also has
a high correlation coefficient. Thus, to select a few features
from hundreds or thousands, we first compute the correlation
coefficient of each feature, and make preliminary selection.
After obtaining several tens of features, we test all the combi-
nations of them and find the best combination of features that
has the highest multiple correlation coefficient.

Recall that we denote each region of Wagyu brand by t ∈
T , feature measurement data set by X(t), and measured trait

Table 1: Notation

Symbol Description
F A set of features in input data.
T A set of region of Wagyu brand.
x
(t)
f Measured feature vector for feature f ∈ F

in region t ∈ T .
X

(t)
f Measured feature matrix that includs all x(t)

f .
y(t) Measured trait value vector in region t ∈ T .
λ The regularization parameter in LASSO.
β
(t)
f The coefficient for feature f and region t.

wf L1 norm of β(t)
f in terms of region t ∈ T .

C(t)
f Correlation coefficient between x

(t)
f and y

(t)
f .

C(all)
f Correlation coefficient in feature f ∈ F

with all samples throughout region T .
Jf Jain’s fairness index computed on f ∈ F .
J A threshold applied to Ff in step 4.
N The number of selected features in step 5.
M The number of features to be selected finally.

data set by y(t). Then, the computational steps of the pro-
posed method is as follows:

1. Computing the correlation coefficient between each fea-
ture and the target trait in each region of Wagyu brand.

2. Computing the fairness index of the correlation coeffi-
cients among regions, for each feature f ∈ F .

3. Computing the correlation coefficient between each fea-
ture and the target trait with all samples of all regions.

4. Removing features from F if the computed fairness
index is below the threshold J , and obtain the subset
F ′ ⊂ F .

5. If |F ′| is larger than the predefined number N , select
top-N features in terms of correlation coefficient com-
puted from all regions, and obtain the subset F ′′ ⊆ F ′.

6. Compute the multiple correlation coefficient for every
combination of M features in F ′′, and retrieve the com-
bination that has the highest value.

First of all, notations used in this paper are shown in Ta-
ble 1.

In step 1, we just compute the correlation coefficients for
each feature and region. Specifically, we compute the corre-
lation coefficient of x(t)

f and y(t) for each f ∈ F and t ∈ T ,

which we denote by C(t)
f .

Step 2 examines the fairness among the computed corre-
lation coefficient of multiple regions. Here we measure the
fairness using Jain’s fairness index [9], which takes value 1
when all values are the same and takes value n−1 in the worst
case where n is the number of values. We take the fairness
index of the values among regions, so the fairness index is
defined as:

Jf = J (C(1)
f , C(2)

f , . . . , C(T )
f ) =

(
∑

t∈T C(t)
f )2

n
∑

t∈T (C
(t)
f )2

, (3)
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and this value is computed for each f ∈ F .
Step 3 simply computes the correlation coefficient with all

samples of all region with the corresponding trait values. If
we define a vector x(all)

f = (x
(1)
f ,x

(2)
f , . . . ,x

(T )
f ) and y(all) =

(y(1),y(2), . . . ,y(T )), we compute the correlation coefficient
of x(all)

f and y(all) and denote the value by C(all)
f . We com-

pute C(all)
f for each f ∈ F .

In Step 4, we apply threshold J on the fairness index Jf

and obtain the subset F ′ ⊂ F . Thereshold J is preconfigured,
and all features f where Jf ≥ J form the set F ′. By using
the fairness index, we intend to retrieve the features that have
fair correlation values for all regions in T .

In Step 5, we just select top-N features in F ′ in terms of
C(all)
f , and obtain the new set F ′′. This is intended to reduce

the computational load of Step 6 within the feasible level rep-
resented by N . Note that, to be candidates of the final feature
set, the correlation coefficient as well as the fairness should
be high. So, we in this paper propose to apply a threshould
on fairness first, and then limit the number of features using
correlation coefficients.

In Step 6, we finally select the best combination of features
from F ′′. We compute the multiple correlation coefficient for
every combination of M features in F ′′ and output the best
combination among them. This would be the optimal combi-
nation of M features that have the best multiple correlation
coefficient.

5 Evaluation

5.1 Data

We evaluate the proposed method compared with the re-
sult of multi-task LASSO. The data consists of 3 regions of
branded Wagyu, which we refer region A, B, and C, and each
region has 51, 10, and 35 beef cattle (i.e., samples) in the data.
Each beef cattle has been grown up in one of the regions, and
the 6 economical traits were measured before slaughtered and
sold as meat. As mentioned before, the 6 economical traits
are CW (Carcass Weight), REA (Rib-Eye Area), RT (Rib
Thickness), SFT (Subcutaneous Fat Thickness), YE (Yield
Enhancement), and BMS (Beef Merbling Standard). As a re-
sult, our data has 6 trait values for each sample from 3 regions.

The feature data set is a proteome expression profile of
serum; for each beef cattle, serum is taken with the interval
of 3-4 months, which are analyzed by SWATH-MS [10] (Se-
quential Window Acquisition of all THeoretical fragment ion
spectra Mass Spectrometry) method with our own preprocess-
ing treatment. In this method, we got the expression levels
of 137 proteins for each sample. As a result, we got 137
protein expression values for 6 periods of time, so we have
137×6 = 822 features for each sample from 3 regions. After
removing the features with null values, we have 580 features
to apply the proposed method.

5.2 Method

We applied the proposed method and Multi-task LASSO
(MT-LASSO) to the aforementioned data set. Since LASSO

is based on the optimization in multiple linear regression,
our evaluation criteria is multiple correlation coefficient com-
puted with the selected features. The best-suit method to be
compared with the proposed method is MT-LASSO. Because
we are intending to retrieve the feature set which is optimal
in terms of fairness, we computed the multiple correlation co-
efficient for each region and examine the variation of them
using Jain’s fairness index [9]. If the fairness index takes high
value, i.e., close to 1, the selected feature set is regarded to be
effective in all regions, meaning that the effects of features are
not specific to regions, i.e., they are commonly effective ele-
ments in Wagyu beef. This meets the objective of our study
in this paper.

In the proposed method, we set M = 3, N = 50, and J =
0.8. Namely, we decided to select the best M = 3 features
to explain each target trait of Wagyu beef. With M = 3,
the computational time for multiple regression for every pair
of 3 features is feasible when N = 50 or less (i.e., about
40 minutes per trait with Intel(R) Core(TM) m3-7Y30 CPU).
Also, when the threshold value is J = 0.8, we obtain as many
as 50 features on avarage with each trait. In MT-LASSO, we
manually set λ so that we can obtain exactly 3 features for
each trait.

We implemented the proposed method with general statis-
tical methods. As for MT-LASSO, although we found MT-
LASSO implemented in scikit-learn for Python [12], its im-
plementation does not fit to our case; it only affords the case in
which the same feature set is used for multiple objective func-
tions. Thus, we used the LASSO implementation of scikit-
learn in place of MT-LASSO. Note that LASSO is equivalent
to MT-LASSO in terms of feature selection.

5.3 Results
The results are shown in Table 2, in which the performance

of the proposed method and MT-LASSO are compared for 6
economical traits. Note that the results of MT-LASSO shown
in the Table is not the value obtained by MT-LASSO. In order
to fairly compare the results with the proposed method, we
compute the multiple regression coefficients with the features
selected by MT-LASSO, and use the values in the Table.

First of all, we focus on that the multiple correlation coef-
ficients with all samples are better with the proposed method
than with MT-LASSO in all of 6 traits. This means that the
proposed method is better than MT-LASSO in terms of opti-
mization performance. This also means that the preliminary
selection of N = 50 features based on single correlation co-
efficient works effectively to capture the commonly effective
features within 50 features.

Second, we see that the fairness index of multiple correla-
tion coefficients among regions are better with the proposed
method than with MT-LASSO in 5 out of 6 economical traits.
Namely, the multiple correlation coefficients in different re-
gion take relatively closer values in the proposed method than
MT-LASSO. This means that the retrieved features of the pro-
posed method effects more commonly on different region than
MT-LASSO.

From above, we conclude that the proposed method per-
forms better than MT-LASSO not only in optimality of the
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Table 2: Evaluation Results

Trait Method Multiple Correlation Coefficient Fairness
All Region A Region B Region C Index

CW (Carcass Weight) Proposed 0.4489 0.5242 0.4956 0.5370 0.9989
MT-LASSO 0.3692 0.4104 0.6140 0.5706 0.9736

REA (Rib-Eye Area) Proposed 0.4596 0.2607 0.6739 0.5785 0.8907
MT-LASSO 0.4233 0.4567 0.7330 0.3847 0.9243

RT (Rib Thickness) Proposed 0.5558 0.5835 0.8145 0.5138 0.9609
MT-LASSO 0.4913 0.5191 0.7978 0.4389 0.9354

SFT (Subcutaneous Fat Thickness) Proposed 0.4691 0.4081 0.3861 0.6147 0.9541
MT-LASSO 0.4150 0.3102 0.3884 0.5843 0.9322

YE (Yield Enhancement) Proposed 0.4487 0.3793 0.5202 0.4802 0.9837
MT-LASSO 0.3639 0.4309 0.6276 0.3082 0.9230

BMS (Beef Marbling Standard) Proposed 0.4951 0.5350 0.7020 0.3990 0.9509
MT-LASSO 0.4847 0.6104 0.7699 0.2619 0.8694

retrieved features but also in terms of commonness of effects
among different regions.

6 Conclusion

In this paper, we proposed a method to find the optimal
feature sets from very large number of features, which are
commonly related to the target trait in each of the multiple
groups of data, within feasible computational time. Although
multi-task LASSO has already been proposed to tackle this
problem, it has a problem that it does not output optimal fea-
ture sets frequently, and also that it does not care much about
the fairness of the effect in each group.

To solve the problem, we proposed a method to previously
select candidate features, and then examine all the combina-
tions of the features to retrieve the optimal and fair-effect fea-
ture set. Our previous selection method computes the cor-
relation coefficient between feature and trait values for each
feature and each group. Then, we compute the average of
them with all groups as well as the fairness of them among
groups. By selecting features that have both high average and
fairness, we obtain candidate features that commonly effects
on the target trait in every groups.

We apply the proposed method to the data set of Wagyu
proteome profile data set that includes samples from multi-
ple regions of branded Wagyu. As a result, we found that the
proposed method outperforms multi-task lasso in both opti-
mality, and fairness of effects among multiple regions. From
the viewpoint of Wagyu breeding, our trial is to find the pro-
tein set that are truly related to beef quality by excluding the
regional effects such as breeding methods of cattle specific to
the region. With the proposed method, we would be possi-
ble to select the proteins related to 6 economical traits more
efficiently than the conventional multi-task LASSO scheme.

As future work, we first collect more evidence on the excel-
lence of the proposed method through additional evaluation.
We also would try the case of larger M , in which feasible N is
smaller so that obtaining optimal solution might require more
sophisticated techniques.
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Smart World
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Smart City solution in Las Vegas
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What’s next
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From electronics to photonics
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Abstract - Software development needs variety of design
documents including requirements, use-case diagrams, class
diagrams, communication diagrams, and state-machine dia-
grams. These documents are reviewed by software engineers
before start coding. The review step is an important step to
reduce system bugs. It, however, requires human skills and
is a time-consuming task. Several approaches including for-
mal approaches are said to be promising techniques to reduce
the cost. However, many of the real development engineers
rely on a conventional review process. This paper proposes
a review assistance system for class diagrams. It analyzes a
similarity of each pair of classes of the target diagrams using
words used as attributes in the target classes. Based on the
analysis of morpheme analysis, it calculates a similarity of
the classes. If two classes have a high value of the similarity,
we can conclude that the classes might have the common par-
ent class. The proposed system automatically identifies the
common class and produces synthesized voice that notifies
the engineers. The voice assistance is said to have power su-
perior to text notification for engineers to help finding room
for improvement. We implemented a proto-typed system of
our proposed method and have checked its usability through
some small but real examples of class diagrams. The results
show the advantage of our proposed method.

Keywords: Class Diagram, NLP, Review, Refactoring

1 INTRODUCTION

In development of large-scale systems where multiple en-
gineers participate, Unified Modelling Language (UML) has
the advantage as the common language for models [1]. UML
defines variety of diagrams. Each of them has its own pur-
pose. Some of important diagrams are use-case diagrams,
class diagrams, communication diagrams, and state-machine
diagrams.

Usually these diagrams are reviewed by software engineers
at the system analysis or system design phase. The review
step is an important step to reduce system bungs. In general,
review process is performed by engineers based on face-to-
face base manner. Some documents focused are viewed by the
engineers. An engineer resposible to the documents explains
the contents of the documents by oer, performed manually
and step by step manner.

This paper, aiming at practical use as a review assistance,
proposes a method realizing as a plug-in of astah * profes-
sional [6]. Astah * professional is software for developing
UML diagrams. In addition, in order to confirm whether it

Figure 1: Execution of BouyomiChan

is possible to conduct an effective review by the proposed
method, the system is applied to multiple actual class dia-
grams to perform evaluation.

This paper is organized as follows. Section 2 explains terms
related to the technology used for development. Section 3
gives an overview of the developed system. Section 4 de-
scribes experiments for evaluating the system, the results, and
discussion. Section 5 mentions related work. Finally, Section
6 states the conclusion and the future work.

2 PRELIMINARIES

2.1 Speech Synthesis

Speech synthesis is a technique to create automatically hu-
man voices from the text. Speech synthesis is used in a wide
range of fields such as text-to-speech. One of concrete exam-
ples is a singing voice synthesis system[7], VOCALOID [8].
As another example, WikiTalk [9] reads Wikipedia articles. In
this report, BouyomiChan [10] was used as speech synthesis
software. Figure 1 shows an example of how BouyomiChan
works. BouyomiChan is a tool to read Japanese sentences
including kanji using speech synthesis technique. It has ex-
cellent extensibility. It can be linked with external programs
via socket communication.
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Figure 2: Class Diagram 1

2.2 Morphological Analysis
Morphological analysis [11] is a method to divide sentences

in natural language into morphemes and discriminate parts of
speech.

English and other European languages use a space char-
acter to separate words. In these languages, a word is almost
the same as a morpheme. Therefore, it is easy to analyze mor-
phemes in European languages. However, Japanese does not
use the space character as a separator. Thus, morphological
analysis is not easy task for Japanese.

In order to calculate similarity using Jaccard coefficients, it
is necessary to perform morphological analysis of the target
character string. If the original string to be analyzed is “waga-
haiwanekodearu (I am a cat),” it is divided into morphemes as
“wagahai/wa/neko/de/aru.” In this report, we used Kuromoji
[12] as a Japanese morphological analysis tool. Kuromoji is
an open source morphological analysis engine developed in
Java, which is particularly easy to handle in Java develop-
ment.

2.3 Jaccard Coefficient
Jaccard coefficient is one of the coefficients [13] used to

calculate the similarity of documents and character strings,
in the field of natural language processing. It represents the
proportion of common elements in the two sets.

The formula for calculating the Jaccard coefficient is shown
in Equation 1. When the sets of A and B consist of “apple,
orange, and grape” and “apple, orange, and strawberry.” Then
| A ∩ B |= 2, and | A ∪ B |= 4, thus Jaccard coefficient is
0.5

J(A,B) =
| A ∩B |
| A ∪B |

(1)

The value ranges from 0 to 1. If the value is nearly equal
to 1, we think the sets are similar. As an element of the set,
we usually use a word or a morpheme of the target sentence
or the phrase to analysis.

2.4 Class Diagram and Refactoring
A Class Diagram is one of important diagrams defined in

UML.
A class diagram depicts a class as a box with its name, its

attributes, and its operations. Figure 2 shows an example of a
class diagram. Figure 2 shows two classes, namely class0 and
class1. They have no operations for the ease of explanation.

Figure 3: Revised Class Diagram 1

Figure 4: Class Diagram 2

They have many common attributes. In such a case, usually
engineers revise the class diagram as shown in Figure 3. This
kind of revision is one of important operation of refactoring
[14].

In Figure 3, we create a new class namely parent. The re-
vised Class0 and Class1 have only their own attributes and the
all of common attributes are moved into the parent class. To
indicate that class0 and class1 inherit the common attributes
from parent, the revised class diagram has a special relation
between parent class and class0 (or class1). The relation is
called “generalization relation.” We call this operation “cre-
ation of generalization relation.”

Let’s see another case shown in Figure 4.
Here, all attributes of class1 are included in class0. In such

a case we can perform yet another refactoring operation as
shown in Figure 5. We call this type of operations “creation
of inclusion relation.”

From the definition, if inclusion relations can be created,
then also generalization relations can be created.

In such a case, usually engineers choose the suitable rela-
tions.

Figure 5: Revised Class Diagram 2
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Figure 6: Class Diagram 3

3 OVERVIEW OF THE PROPOSED
REVIEW ASSISTANCE SYSTEM

3.1 Problem Statement

Let us consider the class diagram shown in Figure 6.
Terms “id,” “type,” and “total” might be “name,” “kind,”

and “amount”, respectively due to lack of confirmation of the
engineers. If the terms “id” and “name”, “kind” and “type”,
and “amount” and “total”, are the same meaning respectively,
then we can create generalization relation.

Of course, however, these terms might be chosen as differ-
ent words on purpose.

Therefore, engineers have to review carefully for each pair
of classes to check the possibility of creation of generalization
relation or inclusion relation by considering the possibility of
amigos selection of terms.

Such amigos occurs also class diagrams written in Japanese.
In the early stage of design, conceptual models are usually
created by engineers for the purpose of understanding the tar-
get system. In the conceptual models, class diagram usually
written in the native language of engineers, such as Japanese.

From the above consideration, we set our goal to assist
Japanese engineers to find candidates of generalization rela-
tions or inclusion relations in the conceptual class diagram to
review.

3.2 The Proposed Method

The proposed method is shown below.

1. It extracts class names, class operations and class at-
tributes (We call both of class operations and class at-
tributes, elements below) from a class diagram.

2. It disassembles each element into morphemes by Kuro-
moji.

3. It calculates the similarity between each pair of ele-
ments using Jaccard coefficient.

4. It filters the similarity based on some threshold.

5. It shows the results by text and also speech voice by
speech-synthesis.

Figure 7: Flow of Review Assistance System

Table 1: Environment
OS Windows 8.1 64bit

Language Java 8.1
framework Astah* Plug-in SDK

3.3 Implementation

Table 1 shows the implementation environment.
We have implemented the proposed method as a plug-in for

astah * professional. Figure 7 shows an activity diagram de-
scribing the operation of the review assistance system. Figure
7 does not include the behavior of BouyomiChan.

Whenever you draw a class diagram, the plug-in is exe-
cuted at an arbitrary timing. The result of the review is shown
both of voice and a pop-up window. Figure 8 shows an exam-
ple of a review.

BouyomiChan starts at the same time as the plug-in is exe-
cuted.

We used astah * API [15] to extract class names, attributes,
and operations from class diagrams. The astah * API is a
set of Java interfaces for developing application software that
utilizes astah * model data.

The threshold for similarity filtering is set statically in ad-
vance. In a class diagram with a large number of classes, it is
considered that a lot of calculations of similarities of elements
need.
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Figure 8: Review Results

Figure 9: Class Diagram for RQ1
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Therefore, we first calculate the similarity of class names
between classes. If the similarity is equal to or greater than
the threshold, the similarity for each attribute and operation in
the class are calculated. Then, if the average of the elements
is equal to or higher than the threshold value, it is possible to
create a generalization relation from among the classes. Then
a review that proposes creation of a generalization relation
to the class diagram. If all classes have been checked, and a
value above the threshold is not detected, a sentence notifying
that there is no class to be reviewed is prepared in advance,
and the sentence is sent to BouyomiChan.

4 EXPERIMENTS

4.1 The Goals
Experiments will be conducted to check if the review assis-

tance system can perform useful reviews.
First, we check whether the review assistance system per-

forms a series of actions proposed in the prior paper[16].
Secondly, we investigate whether it is possible to obtain

useful review results by applying the review assistance system
to multiple class diagrams actually created.

If useful results are obtained for both experiments, the re-
sults are considered to indicate practicality of the review as-
sistance system.

Based on the above considerations, we set the research ques-
tions as follows.

RQ1 From the class diagram used in the evaluation study of
the prior study[16], can we conduct a review similar to
the prior study?

RQ2 Can useful reviews be obtained from multiple class di-
agrams actually created?

4.2 Evaluation Experiment 1
This experiment is for RQ1.

4.2.1 Protocol

The class diagram used in the preliminary evaluation experi-
ment is shown in Figure 9. The material is created by a team
participating to ET Robocon 2017[17]. the preliminary eval-
uation experiment has shown that it is possible to propose the
creation of generalization relationships from the “tail motor”
class and the “wheel motor” class in this class diagram. We
apply the review assistance system to the class diagram and
see if the same result as this result can be obtained.

4.2.2 Results

Figure 10 shows the result of applying the review assistance
system to the class diagram in the Figure9. The pop-up dis-
play shows the results similar to those in the previous study[16].

4.3 Evaluation Experiment 2
This experiment is for RQ2.

4.3.1 Protocol

The product of the team participating in ET Robocon 2018
[18] is applied to the review assistance system. Multiple class
diagrams created at the UML learning stage. We check whether
a useful review can be obtained. Figures 11 and 12 show the
class diagrams used in the experiment.

It is desired that generalization relations are suggested from
three classes “inclination control,” “inverted control,” and “tail
control,” and from two classes “gyro sensor” and “color sen-
sor” in Figures 11 and 12, respectively.

4.3.2 Results

The results obtained by applying to the class diagrams in Fig-
ure 11 are shown in Figures 13 and 14. The threshold rep-
resents filtering threshold for the similarity of attributes and
operations.

At a threshold of 0.35, we can propose the creation of a
generalization relation from “inclination control,” “inverted
control” and “tail control.” Although “line trace running” and
“running control” already have a generalization relationship,
they include common operations and are included in the re-
view because they are inappropriate to describe the general-
ization relationship. If the threshold is lower than 0.32, we
have made a proposal from classes that do not require the cre-
ation of a generalization relationship.

The results of applying the review assistance system to the
class diagrams in Figure 12 are shown in Figures 15, 16, and
17.

At a threshold of 0.35, we could not propose the creation
of a generalization relationship. By lowering the threshold
to 0.32, we could propose the creation of a generalization re-
lation from “inverted control” and “tail control.” When the
threshold was lower than 0.30, a proposal was made from
classes that do not require the creation of a generalization re-
lationship.

It was not possible to propose the creation of a generaliza-
tion relation from “gyro sensor” and “color sensor” for any
threshold in either class diagram.

4.4 Discussion

In Evaluation Experiment 1, results similar to those of the
preliminary experiment, were obtained. Therefore, we can
say that the proposed method is correctly reflected in the re-
view assistance system.

In the evaluation experiment 2, although some useful re-
views were obtained, the result changed depending on the
threshold. Since whether a useful review can be obtained de-
pends on threshold, depending on the class diagram, effective
approach will be to automatically derive a useful threshold
for the target class diagram or to change the threshold using
parameters.

Since “gyro sensor” and “color sensor” are the unknown
word of Kuromoji, it cannot divide into morphemes. This is
the reason that we cannot propose creation of generalization
relation from “gyro sensor” and “color sensor.” It is possible
to register these words in the dictionary of Kuromoji.
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Figure 10: Review Result of RQ1

Figure 11: Set 1 of Classes for RQ2
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Figure 12: Set 2 of Classes for RQ2

Figure 13: Review Result for Fig.11, Threshold=0.35

Figure 14: Review Result for Fig.11, Threshold=0.32

Figure 15: Review for Fig.12, Threshold=0.35

Figure 16: Review for Fig.12, Threshold=0.32

Figure 17: Review for Fig.12, Threshold=0.30
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This time, evaluation experiments are not the cases, how-
ever if the class name is a single word, then the Jaccard co-
efficient for calculating the similarity of sets cannot measure
the similarity. It leads un-useful review results.

For both of the experiments, we cannot create inclusion re-
lations. The target class diagrams do not have such possibili-
ties even when we check them manually.

5 RELATED WORK

Nakamura et al. [19] measures the comprehension of class
diagrams from the word similarity used in class diagrams.
Based on the hypothesis that words with a high degree of
similarity, that is, words with strong word relationships, are
highly comprehensible when placed close on a class diagram,
the paper proposes a measurement method for understand-
ability of class diagrams

In our work, the class diagram is reviewed based on the de-
gree of similarity used in the class diagram. It may be effec-
tive to inspect the class diagram using the degree of similarity
as [19].

6 CONCLUSION

In this paper, we developed a review assistance system us-
ing the method proposed in the previous research. It is able
to propose the creation of a generalization relation among
classes with a certain degree of similarity.

Future study includes the implementation of similarity cal-
culation methods other than Jaccard coefficients, such as cal-
culation of semantic similarity, and the setting of threshold
values. To perform experiments on examples including both
of generalization relations and inclusion relation is also in-
cluded in the future study.
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Abstract - Children with developmental disorder have more

difficulty engaging in changeover behavior than children with-

out such disorders. Since this characteristic will be more

critical as they grow and become adults, prompting change-

over behavior is very important. When supporting prompting

changeover, reducing the load on them and their supporters is

also required. We developed support equipment and verified

its effectiveness to provide assistance that prompts change-

over by voice and vibrations. The changeover support is done

based on the target object of the repetitive behavior. There-

fore, since children with developmental disorders feel that the

target object of the repetitive behavior is itself providing the

support, they will respond to the prompt of the changeover

support.

Keywords: Children with developmental disorder, Repeti-

tive behavior, Changeover support, Support device

1 Introduction

Children with developmental disorders have more difficulty

doing changeover behavior than children without them [1].

This is a major issue for children with developmental disabil-

ities as they become adults and join society.The load on sup-

porters during changeover support is another major issue.Based

on this background, we reduced the changeover support load

for both the benefit of children with developmental disabili-

ties and their supporters.

This research proposes a device and support method that

provides changeover support for developmental disabled chil-

dren by voice and vibrations (Fig. 1). We designed a support

device and implemented a prototype to achieve our proposed

support. The prototype provided three kinds of support: vi-

bration, speech, and operation. First, vibration support gives

a moving stimulation through the target object that is held or

worn by the target child. Second, speech support is generated

from the target object and provides two types of changeover

voice support: preparatory and parental voices. Third, opera-

tion support is provided so that the target child can understand

the changeover support mechanism. To that end, the supporter

directly manipulates the target object to overwrite the existing

operation on the target object.

We verified our system to determine whether the prototype

provides support. A family with a special needs child coop-

erated in our study and we video-recorded the child’s perfor-

mance with the supporter who also evaluated our system.

Figure 1: Support system outline

2 Related work

In recent years, research on developmental disorders has in-

creased [2]. Although changeover support away from obses-

sive behavior is one basic type of support [3], unfortunately,

few studies have addressed it.

However, if the changeover support does not work very

well, the burden falls on the supporter [4]. In addition, smooth

behavior in a group might be hindered. Therefore, in the

research on changeover support, effective methods that pro-

vide general direct support and ways of creating ideal envi-

ronments for changeover support have been discussed [5]: in

other words, making successful prompts. Little research has

focused on ”what to do.”

Support exists that matches the environment to the target

child [6]. For example, the child s supporter waits until the

environment and the target child s mindset can be switched.

In this way, the supporter acts in coordination with the target

child who can live based on his or her own ideal situation.

Therefore, such support benefits the target child. On the con-

trary, forced changeover behavior increases the stress on the

target child and strengthens the attachment to the obsessive

behavior.

Voice support establishes changeover behavior by a repeated

voice, for example, providing preliminary preparation for an

imminent changeover. Voice support does not just denote that

such sound is required. Timing and voice strength are also
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important.

For digital devices, systems have been proposed that ex-

tend conventional support using tablets and PCs [7]. Using

digital devices can significantly reduce the cost of produc-

ing individual tools, which is a problem with conventional

support. This step will also reduce the burden on supporters.

Unfortunately, many target children can’t use digital devices

because they have difficulty correctly inputting commands or

they don’t know which icons to touch.

3 Repetitive behavior for childlen with
develomental disorder

The repetitive behaviors of children with developmental

disorders are significantly different from those of children

without them, especially in the time, period, and attachment

force that occur. Children with developmental disorders show

a marked attachment to certain items or situations. They never

want to relinquish them, which causes repetitive behavior.

Repetitive behavior is associated with place. However, the

target child only changes the repetitive behavior based on the

place. In other words, the essence of repetitive behavior does

not change.

Since the changeover from repetitive behavior is stressful

for children with developmental disorders, they have diffi-

culty changing. One major obstacle has been identified in

the performance of children with developmental disorders and

those without them. In addition, the group life of children

with developmental disabilities is extremely difficult due to

their repetitive behavior. Therefore, since they can’t cope

with their environment because it fails to match their feel-

ings, they can’t digest sudden schedule changes. Compul-

sory changeover to adjust to the surrounding situation causes

a great deal of stress on the target child. As a result, he may

engage in self-harm or hurt others. Forced changeover sup-

ports counterproductive effects.

However, children with developmental disorders only con-

centrate on objects of interest. Therefore, often support from

the surrounding people is not transmitted. In addition, attach-

ment to a supporter may occur. Such attachment to a sup-

porter might turn him/her into a favorite, and they decide they

prefer support from that supporter and not from the others.

Hence, they only accept support from their favorite supporter.

Our proposed system provides the following support, as

shown in Fig. 1. The target child concentrates on his tar-

get object. Perhaps the assistance from the surrounding sup-

porters will not be accepted. In this research, the target child’s

recognition range is defined as the Repetitive Behavior Space.

This space is conceptual and varies in scope and size depend-

ing on the target child. A support device is attached the child

s target device to provide support to the objects of choice.

The supporters benefit the target child using remote control

equipment outside of the Repetitive Behavior Space. Our

changeover promotion system generates voice and vibrations

to support the target child who can recognize whether the tar-

get object itself is vibrating or speaking. This enables support

from inside the Repetitive Behavior Space that is expected to

encourage changeover behavior. Even if the support person

changes, the voice support from the object of attention does

Figure 2: Support system detailed overview

not change. This resolves the issue of attachment to a partic-

ular supporter.

The vibration support device generates vibrations on the

target object of interest to inform the target child of the sup-

port. Since this support uses vibrations, the target child must

be touching the target object to receive support. When not

making contact, an object must be used that is in contact with

an item that is related to repetitive behaviors.

The speech support system provides support using speech

from the target object. The audio attached to the object of

interest plays back a sound that can facilitate the changeover.

We chose the same voice used at homes and educational set-

tings based on our assumptions that it would be effective.

The operation support device enhances the effect of our

proposed system by controlling the target object s power so

that operational control cannot be relinquished to the target

child. This device is only effective when the object of interest

runs on electricity.

Three devices are controlled by a remote-control device,

which wirelessly controls the device.

We conducted interview surveys and observed the home

environments of the families from whom we obtained prior

consent for cooperation with our research. Based on the infor-

mation obtained from the household environment, the inter-

view surveys, and home observations, we tailored our equip-

ment to the living environment of the target child. Since target

of the basic commitment at home was watching DVDs, we in-

stalled our equipment on a DVD and attached our equipment

to it.

Based on a preliminary survey, the child’s attention behav-

ior was performed for the following period: 1) from waking

up to going to school and 2) from returning home to taking a

bath.

Changeover behavior is classified as complete or incom-

plete. Complete changeover is defined as changeover behav-

ior that can’t continue the repetitive behavior after the change-

over.Such changeover behavior is completely separated from

the target object. Incomplete changeover is defined as change-

over behavior where the repetitive behavior can continue after

changeover.

We attached a vibration support device to the remote con-

trol so that it could always be used during playback. We at-

tached a small device to the remote control to reduce the risk
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Figure 3: Vibration support device

Figure 4: Integrated voice and operation support devices

of inconvenience when using it. Fig. 3 shows the remote con-

trol to which we attached our mounted device.

The target child s repetitive behavior is watching DVDs.

In this experiment, we defined the obsessed object as the ob-

ject of repetitive behaviors. Therefore, the target object in this

example is the TV screen. The voice support device needs to

be installed around it so that the sound can be heard. The

home appliance control support device needs to be installed

around the output cable of the DVD player. We integrated the

voice support device and the home appliance control support

device next to the TV display. The target object s power

is drawn to the device, and control is done using an infrared

signal. The voice support device also incorporates an inde-

pendent control mechanism using a commercially available

system and controls from a smartphone application. Fig. 4

shows the attached device, and

The supporter operates each device at each changeover ac-

tion. Basic operations are done using the infrared remote con-

trol that was implemented in an easy-to-understand manner

using large operation instructions and colored buttons. By

pressing the button, the infrared signal is emitted to control

the target device. The voice support device can record, reg-

ister new assistance, and so on. Each operation is performed

using a smartphone application.

4 Verification of effect by support from the
target object

Our proposed system provided continuous support with the

cooperation of a female junior high school special support

school, a first grader, and her family. CWhen the child is en-

gaged in repetitive behavior, she tends to prioritize the repet-

Table 1: Classification of changeover behavior in child

Complete changeover Incomplete changeover

Favorable Message

Unfriendly Meal Brushing teeth

Going out

Doing homework

Taking a bath

Voluntary Going to the bathroom

itive behavior over the voices of the surrounding supporters.

Therefore, in many situations she cannot transition to the change-

over action.

We recorded from March to September 2018. The record-

ing was mainly done by the mother who was also a supporter

at home, and we did video recording on our visitation days.

We observed the changeover behaviors that occurred at home

and classified them with the supporters. The classifications

are shown in Table 1. We predicted and classified the situ-

ations we observed and determined whether the target child

liked or disliked the changeover behaviors itself.

As shown in Table 1, we made two major classifications

based on the content of the changeover behavior. Complete

changeover behavior is defined as changeover behavior that

cannot be continued after the changeover. Since repetitive

behavior can t be continued after a changeover, we can’t

changeover a behavior even with such support such as the di-

rect voice of supporters and gestures. Incomplete changeover

behavior is defined as repetitive behavior that can continue

after a changeover. In many cases, changeover behavior can

also be done by summoning the supporters.

We propose support based on the timing of the occurrence

of the daily changeover behaviors. The supporter operates

the support device based on the procedure. The supporter ob-

serves and records the target child s behavior.

Commitment behavior in the home is performed intermit-

tently from the time of getting up for school on weekdays,

going out (weekends and holidays), and returning home for

a bath. The target child watches his favorite DVD.In some

cases, he watched on a mobile DVD player.

In this experiment, we calculated the success rate of the

prompting of the changeover behavior using our proposed

support. Then we analyzed its effectiveness. The success rate

was based on situations where the target child did the change-

over behavior just based on reminders from the support de-

vice. First, the support person operated the support device for

the changeover. Next the support person called out to pro-

mote the changeover behavior. If no changeover behavior is

seen in this state, the strength of the support from the sup-

port person is sequentially increased to promote changeover

behaviors. We increased the strength of the support in the

following order: direct support from the supporter, gestures,

stopping the object of interest, and taking arms and guiding.

We recorded the extent of the increase of the support inten-

sity in a five-step evaluation. In addition to the changeover

action results, the target child s daily situation was recorded

and analyzed.

The graph obtained by aggregating the weekly changeover

action success rate based on our proposed support is shown
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Figure 5: Graph of changeover action success rate

in Fig. 5. The complete changeover behaviors can’t continue

the repetitive behavior after the changeovers. Therefore, the

changeover success rate is low. On the other hand, incom-

plete changeover behavior can continue the repetitive behav-

ior after the changeover. So the target child easily made the

changeover.

We focused on such changes in the physical condition and

the environment and analyzed their occurrence rates, the changes

in the environment, and the changes in the continuation of

support.

The success rates of the changeover behavior between the

complete and incomplete changeover behaviors changed de-

pending on the physical condition of the target child. In the

week where the changeover behavior success rate decreased,

both the complete and the incomplete changeover behaviors

decreased, and the rate increased in subsequent weeks.

In the incomplete changeover behavior, almost 100% was

maintained in the week when the child had a good physical

condition and a good environment. Therefore, for the incom-

plete changeover behavior, we continue to propose support

and establish the changeover behavior.

A major change in the environment revolved around whether

to go to school. The experimental period included spring va-

cation from March 18 to April 8 and summer vacation from

July 22 to September 2. We confirmed a decrease in the

changeover behavior success rate during both holidays.

Although the changeover behavior success rate fluctuates

based on environmental changes and physical conditions, the

appearance tendency tends to improve as a whole. This im-

provement trend shows better use of our continuous proposed

support. The decrease in the success rate due to environmen-

tal and physical condition factors can be judged by a compar-

ison with the incomplete changeover behavior, which is the

success rate at a normal 100%. In other words, except for

the week when the changeover success rate of the incomplete

changeover behavior decreased, the general tendency showed

an increase. The assistance with our continuous proposed

support is effective for successful changeover actions.

5 Conclusion

We reduced the burden on both the target child and the sup-

porters during changeover behavior from obsessive behavior

and obtained spontaneous changeover behavior. Continuous

support was maintained, and we eventually achieved an emer-

gence rate of 60%, proving that this support is effective. On

the other hand, a 100% success rate can be maintained in in-

complete changeover behaviors. We believe that our process

has advanced to a practical stage.

In the future, we will provide more continuous support and

investigate how long it can improve the success rate in accor-

dance with environmental changes and physical conditions.

We must also analyze the problems of our proposed support

based on the situation and changes of the target child and in-

vestigate whether a significant adverse effect exists.

We received the following comments from a supporter. ”Us-

ing the device as a trigger for changeover behavior allowed

smooth changeover behavior.” ”Although at times using the

device was burdensome, it switched my feelings. ”The child

asked to use the device.” In other words, using the device itself

is a burden. However, the support environment was improved

by the device.
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Abstract – In Japan, the number of elderly people living 

alone is increasing with the declining birthrate and aging 

population. Under such circumstances, life watching 

services for the elderly are attracting public attention. In this 

paper examined whether the robot could be applied as a new 

life watching service by analyzing a log recording the talks 

between the watching target and the robot. We developed 

and evaluated a trial system of life watching service using 

an interactive home robot proposed in this paper. 

Keywords: Communication Robot, Life Watching Service, 

ECHONET-Lite. 

1. INTRODUCTION

In Japan, the number of elderly people living alone is

increasing with the declining birthrate and aging population. 

Under such circumstances, life watching services for the 

elderly [1, 2] are attracting public attention. By the way, 

there are many services [3, 4] that use robots for the 

watching. The basic functions of the existing watch robots 

are communication, and various functions such as telephone 

functions and schedule functions are implemented. Many of 

these robots use cameras for the watching. A robot equipped 

with a camera [3, 4] can watch the life of the target person 

with video, but it can not watch the target person when 

he/she is in a room where the robot is not installed or within 

a blind spot of the camera. Also, the subjects may have 

multiple problems such as the mental stress that they are 

always taken with a camera [5]. 

Therefore, in this study, we propose a method to monitor 

their life without feeling the mental stress by utilizing an 

interactive home robot for watching the life of the target 

person such as the elderly who live apart from the family.. 

Also, the dialogue commission type home robot for life 

watching that we developed this time starts talking when 

someone is detected by the human sensor etc. The robot also 

produces facial expressions and movements such as 

"nodding" and "swinging" when talking. We will describe 

how such a method helps to increase the chances of 

conversation in an easy-to-talk manner. In this paper, 

Chapter 2 is an outline of life watching service using the 

interactive home robot proposed by this research, Chapter 3 

is prototype development, Chapter 4 is evaluation by 

demonstration experiment, Chapter 5 is questionnaire 

evaluation, Chapter 6 presents the conclusion. 

2. LIFE WATCHING SERVICE USING

INTERACTIVE HOME ROBOT

Chapter 2 gives an overview of a life watching service 

using the interactive home robot (hereinafter referred to as 

“IHR”) proposed by this paper and details of the prototype 

IHR developed this time. 

2.1 Outline of life watching service using IHR 

Figure 1 shows the outline of the life watching service 

using IHR proposed by this paper. This service has an 

implemented function to record the contents of 

conversations between IHR and users as a log. Log data is 

saved as a file in CSV format and analyzed by a control 

program of the interactive home robot and used for the life 

watching. IHR's natural conversation was realized by 

combining Google Speech API of speech recognition 

service and chat conversation API of NTT docomo [6]. 

Classification numbers are provided according to the 

contents of the log data acquired by IHR (conversation, 

home appliance operation, etc.), and IHR estimates the life 

behavior of elderly people living alone by graphing the data 

in time series etc. Using those functions, we devised a 

system service to monitor life by comparing the living 

condition data with those acquired in the past. The final 

analysis results of life surveillance are transmitted to 

families and relatives living in remote areas by e-mail. The 

IHR is designed for use in a smart house [7] where home 

appliances and sensors compatible with ECHONET-Lite are 

connected to the home network. 

Figure 1: Overview of life watching service using IHR 

3. PROTOTYPE DEVELOPMENT OF IHR

3.1 Hardware of IHR 

In developing the IHR this time, we referred to the Magbot 

[8] devised by Professor Koike and modified it to enable

natural conversation with the user freely. Figure 2 shows the

system configuration of the IHR developed this time. As

shown in Figure 2, RaspberryPi3 B + (hereinafter referred to
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as RPI) is used as the main MCU (Micro Control Unit) of 

IHR, and distributed processing is performed using the 

Arduino microcomputer as the sub MCU. RPI is in charge 

of the IHR main processing, performs communication 

processing with ECHONET-Lite compatible home 

appliances, etc., performs speech synthesis processing and 

communicates with various network services (Google 

Speech API and docomo chat conversation API), etc. The 

Arduino microcontroller performs sub-controls such as the 

light emission of five LEDs that appear to be the face of the 

IHR and the swing motion of the robot by a servomotor. 

Therefore, the Ardunio microcontroller controls the part of 

the IHR facial expression and movement. In addition, a 

human sensor (Model Type EKMB1301111K / Panasonic) 

was installed on the body of the IHR to enable the IHR to 

actively talk to a user near the IHR. The sensor circuit was 

designed to react to a person within 20 cm of detection 

distance. Therefore, the proposed IHR operates only when a 

human movement is detected, and a program that can record 

the result as a log in the IHR file is implemented in the RPI. 

The main program of this IHR RPI was developed in Python 

2.7 language, and the processing program on the Arudino 

microcomputer side was developed in C language. 

Figure 2: System of IHR 

3.2 Mechanism of natural conversation 

In order to allow the target person to talk naturally with 

IHR, we used Google Speech API for speech recognition 

service and the docomo’s chat conversation API for natural 

conversation service for our IHR. Figure 3 shows the flow 

of the natural conversation processing implemented in IHR 

[6].  

Figure 3: Flowchart of natural conversation 

processing of IHR 

The IHR acquires the user's voice information with the 

microphone connected to the RPI, and first creates a voice 

input file. It performs speech recognition processing that 

converts speech input files into text information using the 

Google Speech API. The converted speech text information 

is sent to docomo's Zatudan-API, which creates text 

information containing natural speech information. This text 

information was speech-synthesized using Open JTalk 

prepared in IHR, and the obtained voice conversation is 

outputted from the speaker connected to RPI. In this manner, 

the natural conversation between human and IHR was 

realized. 

3.3 IHR facial expression 

Figure 4 shows the face of the IHR developed this time. 

The robot's face was made of a breadboard, five LEDs, and 

five resistors. We arranged two large-size LEDs side by side, 

protruding as the eyes, and three LEDs located below the 

center as the mouth. Various expressions are created by 

lighting and blinking each LED as shown in Fig. 4 as 

needed in the conversation. In practice, a translucent plastic 

mug was placed over the breadboard to prevent the circuit 

from being exposed. When talking with people, IHR lights 

its eyes and mouth, and produces a swinging motion with 

the DC servomotor so that it looks friendly and is easy to 

talk to. 

Figure 4: Facial expression of IHR 

3.4 Conversation log recording function 

IHR has a function to keep a log of the talks of IHR with 

the target person of the life watching. In order to distinguish 

between daily conversations and household appliance 

operation requests as the conversation content, classification 

numbers are provided to make it easy to extract necessary 

data using programs. The classification number is 1 for daily 

conversation, 2 for household appliance operation request, 

and 10 for no conversation. This "no conversation" is 

written as a log to a file inside IHR when nobody is detected 

by the human sensor and there was no conversation. 
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3.5 Life watching method by conversation log 

analysis 

By analyzing the log data acquired by IHR using a 

program or application, the life rhythm and behavior of the 

watch target person can be estimated to some extent. For 

example, a set of log collected over a long period can be 

treated as reference data of the living behavior of the target 

person. Comparing the latest data with this reference data 

makes it possible to detect a continuation of an abnormal 

situation and notify the situation to relatives and families 

living in remote areas by e-mail etc. For example, if the state 

without conversation has continued for half a day or more 

during the time when such conversations are normally 

expected, it is possible to determine that the life behavior is 

different from usual, so IHR notifies the situation to the 

family and relatives by e-mail etc. with a message such as 

"Please call Mr. OO/Mrs.〇〇," to prompt them to contact 

the watching target. The e-mail transmission is performed 

by the main program of RPI, and realized by the standard 

library of python.  

3.6 Acquisition of living information and appliance 

operation in the smart house 

The IHR developed this time uses ECHONET-Lite [9] as a 

communication protocol for acquiring living information 

and operating home appliances in the smart house.  

Figure 5: Appliance operation and information 

service by keyword of 2 words 

By communicating with smart meters and home appliances 

in the smart house, IHR is able to acquire the power 

consumption of the entire home, acquire ON / OFF status of 

various home appliances, and remotely operate home 

appliances. Also, when the user asks time, weather, etc., 

IHR acquires necessary data in JSON format from the time 

[10] or weather web service site [11], and outputs it as voice

from IHR. The IHR developed this time was designed to

remotely turn on / off the home appliance with the words

corresponding to the keyword or to provide the weather and

time information when the corresponding keywords are

included in the conversation. Figure 5 shows an example of

the remote control of the home appliances and information

provision of the weather and time by keywords. For

example, if you ask the IHR to turn on the Cooler in the

room, there is a possibility that the word “Cooler” may be

misrecognized. Therefore, IHR is programmed to remotely

turn on the “Cooler” only when the two words "Cooler" and

"ON" have been recognized found. If you want to hear the 

weather information from IHR, IHR provides today's 

weather information by voice only when the two words 

"Today" and "Weather" have been recognized. 

3.7 Software of IHR 

Figure 6 shows the flow chart of the main software 

implemented in the prototype IHR. 

Figure 6: Main software flow chart of IHR 

 A pyroelectric infrared sensor was used as the human 

sensor. When the motion of a person is detected by the 

human sensor, the robot starts talking, and when the person 

is absent, the IHR does not speak. Upon receiving an input 

of human voice through the microphone, the IHR creates a 

voice file and sends it to Google Speech API to convert the 

audio information into text information. If there is no 

keyword related to home appliance operations in this text 

information, IHR checks whether there is a keyword related 

to time or weather. If there are no keywords related to time 

or weather, the text information is passed to docomo's chat 

service and converted to text information for natural 

conversation. The text information is converted to speech 

information using the speech synthesis software Open JTalk, 

and speech is output from the speaker to realize natural daily 

conversation between a human and a robot [6]. Also, if the 

2-word keyword of the home appliance has been found

recognized in the acquired voice information, the target

home appliance compatible with ECHONET-Lite connected

on the network is remotely operated and the result of the

operation is presented to the user. Also, if there is a keyword

related to time or weather, the IHR acquires information

from the dedicated site and provides it to the user by voice.
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4 EXPERIMENT 

An experiment using the IHR prototype developed this time 

was conducted to demonstrate how accurately the living 

behavior of a subject can be analyzed from the log data 

acquired by the IHR. 

4.1 Experimental method 

This demonstration experiment was conducted at E602 on 

the 6th floor of Kanagawa Institute of Technology C2. The 

subject was a 20-year-old male, and the experiment period 

was from May 14, 2019 to May 20 except Saturday and 

Sunday. Figure 7 shows the system of the demonstration 

experiment, and Figure 8 shows the layout of the 

demonstration experiment.  

Figure 7: Experimental system 

Figure 8:  Layout of Experimental (Top View) 

Figure 9: Demonstration experiment state from 

camera 

Using the IHR prototype developed this time, we asked 

the subject to perform the usual behavior, and record 

information such as the subject talking with the IHR or 

remotely operating a home appliance via a robot as log data.  

The recorded information was analyzed to evaluate the 

accuracy of human behavior estimation. A camera was 

installed to acquire correct data in the demonstration 

experiment. Figure 9 shows a picture of the IHR and the 

subject during the demonstration experiment taken from the 

camera for acquiring the correct data. Table 1 shows the 

equipment used in the demonstration experiment. As shown 

in Figure 8, the two appliances used this time were an 

ECHONET-Lite compatible Cooler and lighting. The 

subject entered the room and had a conversation with the 

IHR at any time. During the demonstration experiment, the 

camera captured moving images of IHR and the user's 

conversation situation along the time display. The correct 

data was created manually while confirming the content and 

time of the action of the subject from the moving image of 

this camera. After the demonstration experiment, the 

reliability of IHR log data was evaluated by comparing the 

log data recorded by IHR with the correct data obtained 

from the camera's moving image. Also, as shown in Fig. 9, 

the subject sat at his desk and talked to the IHR only when 

necessary. The subject was asked to take action with a 

natural feeling, such as requesting the IHR to turn on the 

Cooler when it is hot, or to turn on the lighting when the 

room is dark. As shown in Fig. 8, the distance between the 

IHR and the subject was 300 mm, and the distance between 

the Cooler or lighting and the subject was 1900 mm. 

Figure 10 shows log data acquired by IHR. Log data was 

saved as data in CSV format in order of date, time, 

conversation content, and classification number. This 

classification number is an optional item provided so that 

information can be easily extracted later by a database or 

Excel. 

Tabel.1 Equipment used 

The classification number is 1 for conversation and 2 for 

home appliance operation and 10 for no conversation. In 

addition, the log data acquired by IHR is used to calculate 

the number of conversations and the number of operations 

of the home appliance in units of 30 minutes, and the 

accuracy rate of the number of conversations and the 

number of home appliance operations from comparison with 

the correct data was calculated by the following equations 

(4.1) and (4.2). 
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Figure10: Log data acquired by IHR 

(CSV format data) 

4.2 Results and discussion 

Figure 11 is a graph in which the log data obtained in the 

demonstration experiment from 14-May to 20-May, 2019 

excluding Saturday and Sunday and the correct answer data 

acquired by the camera are summarized as the number of 

appliance operations and the number of conversations in 30 

minutes. The horizontal axis is the time axis, and the vertical 

axis is the number of conversations and home appliance 

operations. The upper graph is the graph acquired by IHR, 

and the lower graph is the correct data obtained by the 

camera. In addition, Table 2 shows the correct answer rate of 

the number of conversations and the correct answer rate of 

the number of operations of the home appliance. As shown 

in Figure 11, the number of conversations in the log data 

acquired by IHR is larger than that of the correct data as a 

whole. As shown in Table 2, this resulted in the accuracy 

rate of the number of conversations exceeding about 100%. 

It is thought that this is because IHR responded by picking 

up the conversations of other persons because there were 

multiple people other than the subject during the 

demonstration experiment, and that the number of 

conversations increased. Next, referring to the 5-day data in 

Figure 11 in chronological order, the time zone for 

conversation, the type of conversation, etc. are almost 

synchronized with the correct data taken with the camera. 

Therefore, IHR's log data can be used to estimate the 

subject's behavior as well as the camera's correct data. The 

working hours of the subjects this time are 11:00 to 16:00, 

but it is possible to estimate the early departure and 

overtime hours etc. depending on the day of the week by 

combining with the subjects' action memos in Figure 11. It 

will be also possible to accurately estimate the time when 

the subject left for lunch. With 14-May and 16-May data, it 

is possible to clearly read the time spent leaving for lunch 

because there is no conversation with the IHR or the 

operation of home appliances, but with 15-May data it can 

not be judged whether the subjected was absent, because 

there is a conversation recorded. As we summarized the data 

in units of 30 minutes this time, an error of ± 30 minutes 

may occur depending on the time zone as compared with the 

correct data as shown in the graph of 17-May in Figure 11. 

For this reason, it is difficult to estimate the exact leaving 

time etc. when the subject leaves for a short time at lunch 

etc. in the analysis in units of 30 minutes. Table 3 compares 

the actual working hours with the working hours estimated 

from the log data acquired by IHR. In this result, it is within 

about ± 15 minutes, but it can be expected that the error will 

deviate by about 30 minutes if the room entry time is before 

11:00, for example. Therefore, in log data acquired by IHR, 

it is possible to estimate living activities such as entering, 

leaving and working hours within an error range of about ± 

30 minutes. In addition to this, since it is possible to 

determine whether the conversation content with IHR is a 

daily conversation or an operation of a home appliance, it is 

considered that it is possible to extract a subject-specific life 

behavior pattern from these kinds of information. 

Table.2 Comparison of accuracy rate of log data vs 

camera (correct data) 

Table.3 Comparison of actual working time vs 

working time obtained from log data 
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Figure 11: Number of conversation and appliance 

operation at from 14-May-2019 to 20-May-2019 

（The upper graph shows IHR log data.  The lower 

graph shows camera data） 

5 CONCLUSION 

The IHR proposed by this research is a technology that 

enables natural conversation based on voice information 

from users and voice control of home appliances. Although 

there is also a method using AI speakers as a related 

technology of voice conversation, most of the commercially 

available AI speakers have an inorganic design, so it seems 

that there are a certain number of people who find it difficult 

to talk to. Therefore, as a means for increasing opportunities 

for conversations with users, we developed an IHR that can 

express richly non-verbal information such as facial 

expressions and movements, but also human speech. By 

storing the contents of the conversation as log files and 

analyzing it, we examined whether it could be used as a 

service to notify the result of the living situation by e-mail 

etc. to distant family and relatives, that is, it could be used as 

life watching service. The prototype of IHR was developed 

this time, and the reliability of the data acquired by the log 

file was evaluated by comparing the log file acquired by 

IHR with the result of the moving image acquired by the 

camera. As a result, it became clear that when there were 

multiple people other than the subjects, the voices of other 

people were picked up, and the number of conversations 

counted in the log data of IHR was larger than the actual 

number. However, it was found that it was possible to 

estimate the behavior at which time the subject talks with 

the IHR well and operates the appliance. Therefore, in this 

study, in the log data acquired by IHR, living activities such 

as entering, leaving and working hours can be estimated 

within an error range of about ± 30 minutes. 

6 FUTURE WORKS 

In the future, we would like to study how to control the 

timing of movements such as IHR swinging and nodding 

when talking with users and to conduct smooth 

conversations with people.  
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Abstract – This paper investigates the different 
representations in a conversational agent for supporting a 
non-native speaker to talk with a native speaker. Two 
representations, an anthropomorphic CG agent and a voice 
agent were prepared for comparison. Except for the 
appearance, these agents were identical in terms of the 
function to intervene in the conversation between the native 
speaker and the non-native speaker and pass the next 
speaking turn to the non-native speaker. From the 
experiment comparing the CG agent condition, the voice 
agent condition, and face-to-face condition without an agent, 
initial result by a questionnaire was found that non-native 
speakers felt the voice agent more useful. 

Keywords: Conversational agent, Second language 
communication, Voice agent, Non-native speaker, Turn 
taking. 

1 INTRODUCTION 

In recent years, globalization has increased the 
opportunities for conversation in the second language 
among people from different countries. Cross-cultural 
communication has disincentives such as differences in 
language and culture. Especially when a non-native speaker 
(hereinafter NNS) conducts conversation in a second 
language with a native speaker (hereinafter NS), he/she 
often face problems in listening comprehension of NS 
speech as well as in speaking, because his/her oral skills and 
knowledge in the second language are limited and thus 
difficult to make a story smoothly. As a result, there are 
differences in the amount of speech between NS and NNS 
[1], and the tendency of NS to take the initiative in 
conversation [2].  

To improve these biases, methods and tools to support 
more participation of NNS in conversation have been 
proposed [3] [4] [5] [6]. However, most of those are not 
very easy to use in everyday life in terms of portability and 
equipment cost, as they require a PC with a display or the 
installation of a robot, and so on [7]. More convenient form 
of a support tool is desired with the expansion of 
opportunities for second language conversation. Audio 
support without video can be considered along this line. In 
this research, we compared the voice agent with the existing 
anthropomorphic agent which works in the same way. 

2 RELATED WORK 

2.1 Second Language Conversation Support 
Systems 

Various studies on supporting second language 
conversation have been conducted recently. Majority of 
them are on presenting visual information such as text and 
images. For example, a face-to-face cross-cultural 
communication support system was proposed that displayed 
related information on the nouns appeared in a conversation 
[3]. A keyword sharing system to promote mutual 
understanding in a remote conversation between NS and 
NNS has been studied where keywords in the voice 
conversation are entered by NS for accurate and efficient 
content summarization and they are shown in each screen 
for better understanding and participation of NNS [4]. In the 
speech speed awareness system, the speech speed of the 
speaker is constantly detected and when it becomes too fast 
for NNS, the system notifies it through a screen [5]. Guo et 
al. has developed an anthropomorphic CG agent with voice 
to support second language conversation [6]. When a long 
silence occurs in the conversation between NS and NNS, the 
agent takes the speaking turn and talks to the NNS to pass 
the next speaking turn to him/her. It aims to encourage NNS 
utterance for better participation, which would result in 
better productivity in conversation.  

All of these second language conversation support systems 
require a screen and a PC, and are not very portable. 
Considering that the second language conversation takes 
place in various places, it is desirable to develop a small 
portable system. 

2.2 Anthropomorphic Agents and Robots for 
Intervention in Conversation 

An anthropomorphic agent and a robot are often 
introduced to support conversation. Huang et al. proposed 
an anthropomorphic agent that participated in human 
conversation and presented information during the 
conversation [8]. From a WoZ experiment of intervention to 
conversation, the following four types of interventions was 
shown to be effective. No.1 was “provide-topic” that 
provides new topic to the conversation. No.2 was “more-
information” that provides additional information to the 
topic of the conversation. No.3 was “recall-support” that 
supplements the information that the user has forgotten. 
No.4 was “discussion-support” that organizes the content of 
the conversation so far. In particular, the rating of “provide-

213

International Workshop on Informatics ( IWIN 2019 )



topic” was high, which indicated the demand for keeping 
conversation.  

Akiba et al. developed a robot agent to be a facilitator in 
order to eliminate social imbalances in multi-party 
conversation [9]. The robot was life-size and intervened in 
the conversation between the two participants who were 
leading it when there was a less involved participant. 

Those agents and robots also have visual appearances and 
need bulky equipment. 

2.3 Representation of Agent and Its 
Psychological Influence 

Research has also been conducted on the psychological 
effects of the form of an agent on users. Naito et al. [10] 
compared with a robot, a CG character, and a voice agent on 
the user's attitude toward information acceptance. A robot 
significantly increased the user's acceptance attitude, and 
there was no difference between a CG character and a voice 
agent on the information acceptance attitude. There have 
been other experiments to improve affinity and 
communication by making the agent look and act like 
human. According to Takeuchi et al., a human-like agent 
could promote relaxed dialogue with little psychological 
burden, but at the same time, could cause excessive 
expectations for its behavior [11]. Hara et al. conducted a 
study asking if it is possible to give more feeling of being 
watched by making the appearance of a camera robot 
eyeball-shaped. It was shown that the eyeball-shaped 
camera robot could make people feel more nervous and 
afraid than the normal camera robot. As a result [12].  

Those studies indicate representation of an agent has 
psychological effects and influences on human behavior. In 
this research, we are interested in the influence of 
appearance of an agent that facilitate second language 
conversation between NS and NNS.  

3 CONVERSATIONAL AGENT 

The agent used in this research is a second language 
conversation support agent based on the turn taking rule 
developed by Guo et al. [6]. It is a participant in 
conversation. The speaking turn is passed to NNS by the 

agent according to the next speaker selection technique and 
the turn taking rule in conversation between NS and NNS.  

Figure 1 shows the system configuration. The voices of 
NS and NNS are by taken by microphones (1). The volume 
of each voice is detected by the voice detection module in 
PCs (2). The voice detection module notifies to the silence 
detection module whether received sound exceeds pre-
determined threshold value (3). The silence detection 
module gathers information from the voice detection 
modules to know silence, and notifies to the Wizard, an 
experimenter, when silence continues for more than 2 
seconds, because it is regarded as another turn even if the 
former speaker speaks again [13] (4). The Wizard selects an 
intervention speech which is most appropriate in a next turn 
(5). The agent start performing intervention by the selected 
speech (6). 

As the agent's intervention, Guo et al. applied the adjacent 
pair pattern "Question-Response" (e.g. "What do you think, 
NNS?") and the additional question (e.g. “You think so, 
don’t you, NNS?”) based on the next speaker selection 
technique [14]. However, it might be unnatural when the 
agent intervenes after the NNS utterance. Therefore, in this 
research, the intervention patterns based on the “Question-
Response” shown in Table 1 were used with reference to the 
intervention by Yoshino et al. [15]. In this study, we used 
the WoZ method to manually determine the intervention 
content, because it was decided based on the last speaker 
before the silence. 

4 EXPERIMENT 

We investigated the influence of the representations of our 
conversational agents that facilitated second language 
conversation between NS and NNS. Specifically, it was 
whether the voice agent and the anthropomorphic CG agent 
provided the same psychological effect on the participants. 

4.1 Participants 

Table 1: Agent intervention patterns 
 

Last 
speaker 

Intervention pattern after 2 seconds of 
silence 

NS 

Ask a specific participant for an opinion 
・What do you think, NNS? 

Ask for a new opinion 
・Do you have any opinion, NNS? 

NNS 

Ask for an utterance that supplements 
own opinion 
・I see NNS. Could you tell me more? 

Ask for a new opinion 
・Do you have any other opinion, NNS? 

 

 
 

Figure 1: Configuration of the agent system 
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The participants were a total of 12 people of 6 pairs each 
consisting of a native Japanese speaker and a non-native 
Japanese speaker. Each pair has the same gender. 

4.2 Design 

In order to investigate the influence of agent representation, 
we conducted within-subject experiments under the 
following three conditions. 

1) CG condition
The CG character agent displayed on the screen intervenes

in the conversation. 
2) Voice condition
The voice agent from the loudspeaker intervenes in the

conversation. 
3) FTF condition
Participants talk face-to-face without the agent.

Figure 2 shows scenes from the experiment. Each pair had 
free conversation in 5 minutes for each condition. The topic 
was different each time. The order of participation in the 
conditions was balanced by the Latin square method. 

4.3 Data 

The questionnaire was asked to fill out after experiencing 
each condition. It consisted of the items shown in from 
Figure 3 to Figure 6. They were the items such as 
naturalness of communication, ease of speech, for 
evaluating overall impression of communication and 
conversation [3] [16] [17] [18], items regarding the 
appropriateness of the agent intervention and whether NNS 
speech was promoted for the usefulness of the system, items 
for measuring stress in conversation, and items regarding the 
agent's impression for evaluating the influence of the agent 
representation on the participants [11] [19] [20]. Items 
related to an agent were put only for the CG condition and 
the voice condition. All items were measured in 7-point 
Likert scale where 1 corresponded to strongly disagree to 7 
corresponded to strongly agree. It is better evaluated in the 
item #1 to #18 and #22 to #23 as having higher scores, while 
in the item #19 to #21 as having lower scores. 

5 INITIAL RESULT 

Figure 3 shows the result for impression of communication 
and conversation. Figure 4 shows the result for the 
usefulness of the agent. Figure 5 shows the result for the 
impression of the agent. Figure 6 shows the result for the 
stress in conversation. 

The scores of NNS in the following items are lower in the 
CG condition than in the voice condition. They are the item 
#10 "I felt the agent was involved in the conversation", item 
#11 "The agent was useful for NNS participating in the 
conversation", item #12 "The agent could naturally 
intervene in the conversation” for the usefulness of the agent, 
and the item #15 “It was natural to have the agent in the 
conversation”. 

It might be possible that these lower ratings for the CG 
character agent compared to the voice agent reflect the over 
expectation for an agent with very limited capability 
mentioned in Section 2.3. 

6 DISCUSSION 

From the questionnaire survey, it is considered that the 
voice agent is better accepted by NNS. One of the possible 
reasons may be that the CG character appearance does not 
change and does not play any role in this conversational 
agent system. Only the voice element is used for intervening 
in the conversation. Thus the visual element is not actually 
useful, which could make evaluation worse than without the 
visual element. For the reason that the only NNS evaluated 
differently between the CG condition and the voice 
condition, it is considered that only NNS was directly 
interacted by the agent and thus NNS became more aware of 
subtle differences. 

(a) CG condition

(b) Voice condition

Figure 2: Scenes from the experiment 

215

International Workshop on Informatics ( IWIN 2019 )



 

7 CONCLUSION 

In this research, we compare the CG character agent and 
the voice agent to support second language conversation. In 
the initial evaluation by six pairs of participants in the 
experiment, the intervention in conversation by the agent 
resulted in passing the speaking turn to NNS regardless of 
whether the agent was CG character or voice-only. It also 
made the speech balance of NS and NNS more equalized. 
From the results of questionnaire survey, the voice agent 
gave an impression to NNS that it was more useful than the 
CG character agent with the similar functions. In the future, 
we plan to increase the number of participants in the 
experiment to increase the reliability of the results. 
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Abstract Using Capability Maturity Model Integration 
(CMMI), we are working towards achieving maturity level 3. 
However, if the activity breaks down, the resources of the 
indirect department become unnecessary. In order to hold 
their role as CMMI activities, it often remains a project 
management office (PMO). However, the PMO’s role has 
not been specifically defined.  
In this case, after pointing out the challenges, we propose 
the role of process improvement and the method of 
transferring technology to the project manager as an in-
house consultant for PMO. When this method is applied to 
actual development sites that completed CMMI level-3 
activities, it is expected to effectively improve the reuse rate 
and implementation of autonomous improvement of Project 
Manager (PM). 
Keywords: CMMI, Project Management Office, 
Knowledge Transfer 

1 INTRODUCTION 

According to the Capability Maturity Model Integration 
(CMMI) Maturity Profile [1] published by the CMMI
Institute, CMMI [5] appraisals have been conducted
continuously in many countries around the world every year.
CMMI is supported worldwide as the most reliable tool in
the field of process improvement.
When CMMI was introduced in Japan around the year 2000,
the level of competition was that of a temporary boom and
focused on not only improving process but also achieving
CMMI Maturity level 3. However, it has now been
recognized as a perpetual and continuous activity as part of
the organizational culture.
When the organization aims to achieve CMMI Level 3, the
organization needs a lot of resources to conduct process
improvement activities. This resource is named the
Engineering Process Group (EPG).
However, once CMMI Level 3 is achieved, the next goal is
to maintain this level of surveillance for implementation
once every three years. The activity itself is not profitable:
From an organizational point of view, EPG is an indirect
operation and a cost center. After achieving the preliminary
organizational goals, personnel in the indirect department
should be transferred to a profit center or assigned a new
meaningful role as an indirect department. However, CMMI
activities need to be continued and the EPG cannot be
abolished.
Therefore, the issue is to define the role and responsibilities
of the EPG in the second stage of process improvement. In
this context, the study proposes the way in which the project
management office (PMO) may be established after
achieving a CMMI maturity level and evaluates its validity
through application to the actual organization.

As part of a previous study in this field, the authors 
proposed establishing a methodology for process 
improvement activities across the entire organization that 
will continue after achieving CMMI level 3. However, we 
have cautioned that CMMI's appraisals have rated the 
achievement of process improvement across the 
organization based on an evaluation of a few representative 
projects. We have proposed a methodology for 
disseminating CMMI activities throughout the organization 
[2]. However, at this stage, it has not been proposed as a 
PMO-based activity. 
Various consulting firms have proposed that the 
organization of the EPG be transferred to the PMO after the 
introduction of CMMI activities. These proposals emphasize 
the cost improvement through in-house consulting by PMO 
rather than paying consulting fees to external consulting 
firms [3], [4]. 
However, there is no case where experienced PMOs give 
technology transfer to PMs and propose continuous process 
improvement using Project Based Learning (PBL). 

2 ROLE AND ISSUES OF PMO 

After achieving the organizational goals of CMMI activities, 
the EPG often turns to the PMO to continue to support 
project management and process improvement. The PMO is 
defined as a team that supports individual project 
management in an organization across the board. In general, 
the role of the PMO is as follows: 
 Standardization of the project management system 
 Human resource development including training on 
project management 
 Project management support 
 Coordination of resources and costs between projects 
 Development of a project environment tailored to 
individual companies 
 Other related project management tasks 
Because the PMO is an indirect operation, appropriate 
rationale for the survival of the PMO is required. The long-
term role may be CMMI surveillance measures, and the 
short-term role, support activities such as reducing overload 
of PMs. If the PMO absorbs the work associated with 
CMMI activities, it can survive by providing a value-added 
role. 
However, the PMO often does not successfully reduce the 
burden of the project manager (PM). Here, we will discuss 
the role of the PMO through a case when a company that 
achieved CMMI Level 3 established a PMO. 

2.1 PMO Failure Case 

Company Z started activities of ISO9001 and CMMI about 
10 years ago, passed ISO9001 certification registration 3 
years later, and achieved CMMI maturity level 3 in 8 years. 
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The management has a strong commitment to CMMI and 
about 10 EPGs were in operation. Company Z's EPGs were 
focused on project guidance and included some fixed-term 
employees who had passed the retirement age of 60. 
In the project construction period, development man-hours 
are set in line with the estimate. About 15% of the entire 
project term is appropriated for management operations [6], 
[7]. Furthermore, introducing CMMI increases overhead 
man-hours by about 10%. Therefore, when CMMI is 
introduced, about 25% of the total project man-hours would 
go toward the management, and the delivery date may be 
delayed due to unnecessary management costs. Therefore, 
the reduction of management man-hours after achieving 
CMMI level 3 has become an issue. 
The PMO replaced management-related activities with 
project support. If the delay in delivery date is resolved by 
this PMO, the PMO activities are considered as value-added 
activities and it would be a position with merit for both. 
PMO was substituted for the following management work as 
a specific effort to reduce the load on the PM: 
 Create weekly reports  
 Create progress meeting minutes 
 Create the trail necessary for the appraisal 

2.1.1. PMO Reporting 

The project situation is reported directly to the Executive 
Committee at a meeting held every Monday. If the project 
status is not reported in a timely manner by all executives 
attending the meeting, the management cannot manage the 
project status. 
Until now, the PM has delivered project reports in Company 
Z. However, in small-scale organizations, the creation of 
weekly reports tends to be delayed because the PM is 
involved in both management and development. There have 
been many cases where reports were lacking in politeness. 
Since the PMO has EPG knowledge, they have learned to 
prepare the risk and problem management sheets. They have 
delivered plausible reports and there have been no delays in 
reporting. They are also valued by the Executive Committee, 
and the PMO was recognized as a value-added group. 

2.1.2. Create Progress Meeting Minutes 

Since the management meeting is held on Mondays, the 
project progress meetings are held on Thursdays. The 
project progress meeting reports regular issues and issues 
that occurred in the week. The PMO attends the progress 
meeting of the project-in-charge and provides minutes of the 
meeting. Although the progress meeting had been held until 
then, creating the record was the individual responsibility of 
participants, and no official minutes were captured for the 
project. 
Company Z was a small-scale organization, and was not 
able to prepare, review, and approve official minutes in 
weekly progress meetings for small-scale projects. 
However, CMMI has processes that require the creation of 
minutes, such as project progress management, official 
reviews, and peer reviews, and they tend to be short. The 
PM therefore took charge of this meaningful activity, but he 
was not interested in it. 

2.1.3. Creation of the Evidence for Appraisal 

To pass three-year surveillance, evidence of ongoing 
practice must be presented. For example, to pass the 
configuration management process, a configuration 
management plan must be prepared, and the evidence for 
carrying out the activities according to the plan must be 
presented. In addition, when modifying the source code, 
there is a procedure to check out the source code from the 
repository, modify the file, hold the configuration 
management committee, analyze the impact, and check in. 
Configuration management was performed at Company Z, 
but there was no custom of creating forms and recording the 
contents of changes each time. The PMO substitutes for the 
difficult task of countermeasures and highlights the added 
value of the PMO. 
In small organizations, the PM is relatively young and the 
PMO was able to compensate for their lack of skills. A 
proper weekly report has been submitted to the Executive 
Committee every week. Surveillance that will be conducted 
once every three years will also pass with confidence. Since 
the PM burden has been reduced by PMO activities, this 
method seems to have benefits for both parties. 
However, in this method, the PMO is only a substitute for 
the PM. Furthermore, the PMO sometimes reported the 
causes of problems and measures to prevent recurrence, to 
the Executive Committee, without the consent of the PM. 
The management said, “Every time a problem occurs, we 
ask for measures to prevent a recurrence, but it is not 
improved at all.” Measures to prevent recurrence were 
written by the PMO without confirming the problem with 
the PM. 
The lesson learned from this case is that although the 
involving the PMO is a value-added activity, the method 
should be aligned to the process of reducing the burden of 
the PM. The role of the PMO is to support process 
improvement and not of a PM substitute. 

2.2 Issues to be Solved 

The importance of process improvement and project 
management is recognized widely. Even if one hires an 
external consulting company and develops an EPG in-house, 
no methodology has been proposed for how to use the 
resources after the activity has ended. Defining the PMO’s 
value-added activities remains an issue to be resolved. 

3 TRANSFER METHOD OF PROJECT 
MANAGEMENT TECHNOLOGY BY PMO 

In this research, after defining the role and responsibility of 
the PMO, we propose a method of continuous improvement 
of the process by PMO. 

3.1 Basic policy 

In this research, the PMO not only reduces the burden of the 
PM but also inherits the EPG and is responsible for post-
approval in-company process improvement. Unlike the EPG, 
which is a permanent organization, the PMO has the role of 
transferring the completed process to the next-generation 
PM. 
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Fig. 1 Framework for the PMO work in this study 

3.2 Framework 

In this study, we propose a framework for the PMO work 
that consists of process slimming, organization 
development-type database creation, practice automation, 
and technology transfer to PM. The first three are 
organizational-level activities, and the fourth, a project-level 
activity. Technology transfer to the PM follows the PREP 
method. The PREP method first conveys the conclusion, 
then explains the reason, reinforces the reason with the case, 
and finally presents the conclusion again. This is then 
classified based on importance of activities (Point), reasons 
(Reason), specific examples (Example), and situations 
where activities are important (Point). This framework is 
shown in Figure 1. 

3.2.1. Process Slimming 

Achieving CMMI's maturity level cannot be avoided 
through CMMI's “embedding.” However, CMMI has been 
developed as a procurement model for the US Department 
of Defense, so a large-scale project is assumed. After 
achieving the CMMI level, the company selects only what is 
needed and slims the process by removing the excess. 
However, there are many practices that are not as familiar as 
domestic practices.  

3.2.2. Organization Development type Database 
Creation  

In a system development organization, projects with the 
same degree of development and difficulty are repeatedly 
implemented for similar customers. By classifying the 
development type of the organization and converting it into 
a database, standardization for each customer is possible. 
Next, the individual information of the classified forms is 
sanitized, the past information is accumulated in a database 
for each customer, and the reuse environment is constructed. 

3.2.3. Practice Automation 

When creating a form for each process area, the form is 
retrieved from the organization's database and the 
organization management profile is automatically embedded. 
The basis of project management is PDCA (Plan, Do, Check, 
Act). At the project start stage, make a project plan 
document and execute the project according to the plan. 
However, in the upstream process, the load on the PM is 

large, and there is no time to create a detailed project plan. 
As a result, project management cannot be planned. 
Database forms classified by organization type can be used 
without much change in repeatable projects. 
Therefore, we automatically generate forms as much as 
possible using historical project information accumulated in 
the organization. 

3.2.4. Technology transfer to PM following the 
PREP method 

Technology transfer is to transfer management skills to 
inexperienced PMs through development projects. Generally, 
the practice is to fill in the form given, even if it was to 
create a plan for an unknown project. This practice does not 
outline the intention clearly.  
In this study, we use the concept of the PREP method to 
make the PM learn the management by the PDCA cycle. 
The PREP method first conveys the conclusion, then 
explains the reason, reinforces the reason with the case, and 
finally presents the conclusion again. 
First, the purpose of the practice is clarified, and then its 
necessity is explained through concrete examples. By 
explaining the purpose of implementing the practice once 
again, and being convinced by the PM, management skills 
are passed on. 

4 EVALUATION OF APPLICATION 

In this chapter, we verify the effectiveness of our proposal 
through a case of actual application of this framework. 

4.1 Case 

Company A has approximately 400 employees and is 
developing control systems for the automotive industry. 
About half of the employees are in charge of development. 
The project period is about three months, and many are 
small projects with less than five project members. One 
engineer can participate in projects up to four times a year. 
Usually, about 10 projects of the organization are in 
operation. 
Company A hired a foreign consulting firm to introduce 
CMMI. In order to implement unified practices in the
organization, CMMI is required to create organizational
standards, and each project should carry out project
management according to the standards.
Company A obliges to execute the project by using CMMI's
development work standard and Excel-based format,
brought in by the consulting company.
Development work standard corresponds to the process area
of CMMI, and refers to “requirement definition standard,”
“project plan standard,” “progress control standard,” etc. An
Excel-based format refers to work products such as “project
plan document” and “Work Breaking Structure (WBS)”
created when implementing project management using
development standards.
However, this consulting company created consulting
materials based on the project management standard
originally used by the US headquarters. It is a development
standard for large-scale projects. It is hard to say that it is
suitable for small-scale companies like Company A.
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Company A compared with other companies' proposals at 
the selection stage of the consulting company. Only this 
company provided a set of development standards and 
formats for use in CMMI. Company A adopted this 
consulting company because there was no effort to create 
such development standards and formats from scratch. 
Company A achieved CMMI Level 3 and is preparing for 
surveillance after 3 years. Ten employees who worked as 
EPGs until CMMI Level 3 were considered. Four were 
transferred to the department, and the remaining six became 
PMOs who were positioned in the project support team. 

4.2 Application of this framework 

4.2.1. Process Slimming 

Company A used development standards and formats 
provided by a consulting company, until CMMI Level 3 was 
achieved. The CMMI Achievement Appeal is conducted by 
interviews and document review. The questionnaire is 
published in advance. If all the forms given by the 
consulting company were prepared and the questions were 
answered, CMMI Level 3 could nearly be achieved. 
In the first round of CMMI activities, Company A prepared 
the form of the consulting company on a persuasive basis in 
preparation for the appraisal. However, after the official 
appraisal, it was found that several forms were created just 
for the preparation of the appraisal, and nearly 20 were 
eliminated. 

Therefore, the process was streamlined by eliminating 
forms that were considered unnecessary. Table 1 presents an 
example.  

4.2.2. Organization Development type 
Database Creation  

Many customers of Company A are major Japanese 
automobile manufacturers. Customers are divided into 
company T, company H, and company N. For customers, 
projects of the same size and the same degree of difficulty 
are implemented in a repeating manner. Therefore, the 
development type was classified for each customer to be 
delivered and put into a database. 
After a certain period of time, the most commonly used 
format among the three customers was taken out, and 
customer names and personal information were sanitized, 
standardized, and stored in the database. 

4.2.3. Practice Automation 

Company A is doing SAP's ERP (Enterprise Resource 
Planning), the year after CMMI's level 3 activity has ended. 
Profile information of the project of the organization is 
entered into ERP when the contract is established. The ERP 
information is then downloaded to an MS-Excel file. 
When a development project creates a project plan, ERP 
information is acquired by MS-Excel, and the information is 
automatically reflected in the standardized project plan. 
Next, similar databases were searched based on customer, 
project schedule, difficulty level, etc. which were classified 
by T, H, N companies, and those that could be reused at the 
project planning stage, were also extracted; for example, 

WBS, risk management ledger, configuration management 
ledger, etc. If these are similar projects, the same task occurs 
in almost the same process. As a result, the resulting risk 
management ledger could be reused. 

4.2.4. Technology transfer to PM following the 
PREP method 

At Company A, when a project was launched, one PMO was 
assigned to the project and played the role of a tutor for PM, 
transferring the technology to the PM by the PREP method. 

(1) Project report (Point) 

The role of the PM is project management. However, if 
young people become PMs without management experience, 
they would not know what must be done in every phase of 
the project life cycle. Therefore, the PM was made to 
participate in the actual project, and the importance of the 
project management method was highlighted through the 
PBL method. 
Project management is performed in the PDCA cycle. Table 
1 shows the relationship between PM and project members 
throughout the project life cycle. 

The project planning and progress management phases 
are important management skills of the PM. Therefore, 
Company A taught the progress meeting in the first project 
to the PM, and in the second cycle, the PM learned to make 
a project plan. In the third cycle, the PMO became an 
observer and decided to implement project management 
through the PM. 

Table 1 PDCA Cycle of Project Management 
 P D C A 

PM 
Create a 
Project 

Plan 
 

Progress 
Meeting 

 

Mem
ber 

 Development  Correction 

 

(2) Gathering information for reporting (Reason) 

PM is an intermediate manager. The middle manager refers 
to the position that reports to the upper management of the 
organization. In order to report to upper management, the 
PM correctly understands the current situation of the project 
and reports the problems in a timely manner. 
At Company A, when the project was successful, weekly 
reports were made by briefly explaining the issues described 
in the issue management sheet. However, if there is a delay 
in progress or a technical bottleneck, the upper management 
will request a detailed report. For this purpose, PMs need to 
hold weekly progress meetings and collect the information 
requested by upper management. 
In the first cycle, the PMO chaired the progress meeting and 
held the progress meeting using the CMMI's agenda. 
Company A is supposed to update WBS before coming to 
the weekly progress meeting. At the progress meeting, we 
reviewed the Earned Value Management (EVM) value of 
the project and interviewed each project member's progress, 
problems, issues, and risks. This information was collected 
and reported to the reporting manager. 
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In the second cycle, I participated in the PMO from the 
preparation of the project planning documents. Project 
management is performed by the PDCA, so project plans are 
prepared first and then managed for progress. However, 
even if you do not know the purpose, this cannot be 
understood through merely creating the form. Therefore, the 
PM had experience in managing the progress meetings and 
understanding the type of management to be followed with 
different projects. The project plan was prepared after the 
meeting. 
Company A defines the life cycle process at the project 
planning stage. Tasks performed in every process are 
described in the WBS. The output for each process is 
described in the configuration management register. The 
first activity is to confirm the output of the process at the 
actual progress meeting and the second activity is to plan the 
output of the process at the project planning stage. 

(3) Form to be created (Example)

The practices to be implemented as project management are 
clear. The PM needs to learn all the practices, but as a 
concrete example of technology transfer, he followed the 
practice that reversed the PDCA cycle as mentioned above. 
 Report content requested by upper management 
 Gathering information for accurate and timely reporting 
 To manage progress meetings and to collect information 
weekly 
 Enter Gantt chart, WBS, issue management ledger, risk 
management ledger interviewed at a progress meeting 
 List of work products to be created in each process 
 Process plan such as configuration management ledger 
that defined the output for each process 
 A project plan document summarizing each process plan 

By making a project plan document at the end of the 
technology transfer, we have made it possible to understand 
different process for the entire project life cycle. 

(4) Report for clarity (Point)

For organizations achieving CMMI Level 3, the Project 
Progress Meeting agenda is in the organizational standard. 
At the progress meeting, interviews with project members 
will be conducted according to the agenda, and the minutes 
of the progress meeting will be recorded. A project 
management trail is kept and used as evidence when 
conducting an appraisal. 
However, the practices required by CMMI are minimal. 
Even if the information is collected by holding a progress 
meeting in line with the agenda, it may not be consistent 
with the reports that the upper management wants to hear. 
There are times when you call the site many times during 
closed hours.  
The project report is finally reviewed at the management 
meeting. Even if the project was managed according to 
CMMI, number of issues were pointed out at the 
management meeting, and new issues were generated. As a 
result, management also found that CMMI was not useful. 
However, the management complained that extra work 
would be required in the following process: project plan 
document → progress meeting → reporting to upper 

management and implementation. We set the appropriate 
agenda at the progress meeting and learned how to collect 
the necessary information. 
It was understood that the project plan document would not 
be prepared by management if it was inaccurate, in order to 
manage the reality at the progress meeting. The project was 
planned on more accurate grounds. 

4.3 Application results 

4.3.1. PM recognized autonomous management 

The PMO is a role set up for a fixed period, and not 
permanently. The number of indirect personnel should be 
reduced if the PM manages the project autonomously. This 
activity was started, and technology transfer activities were 
conducted for the PM. After three rounds of short-term 
projects were evaluated using the PREP method, the PM, 
who could perform autonomous project management by 
himself, finished with the PMO's support. This situation is 
shown in Figure 2. 

4.3.2. Format reuse rate 

At first, the project plan was prepared from the beginning 
using the format which closely followed the given blank 
sheet. In the third year of introducing this activity, about 
60% of the preparation of the project plan had been 
automated. It became better for the PM to manually input 
the remaining 40%. This is because project planning 
documents and other forms used for each client is collected, 
converted to DB, sanitized, and reused. 
Necessary information for clients is almost the same, so it 
can be reused. Information required for each project 
automatically inputs from the Excel file output from ERP. 
Nearly 48% of these improvements have been automated. 
This situation is shown in Figure 3. 

4.3.3. The contradiction between measures 
against appraisal and slimming 

Company A's form was brought in by an external consulting 
firm for appraisal. At Company A, the form was streamlined 
and made easy to read. 
CMMI passes if a practice called REQUIRED is 
implemented. There is no problem in slimming the “nice to 
have” part. This caused the metamorphosis. It is inevitable 
that this activity “fits in the mold.” It was decided that the 
unnecessary aspects of the organization would not be 
included in the form. 
We repeated the procedure of slimming down a part that 
was not actually used even though it was introduced as a full 
set. Moreover, only the passing of the appraisal was 
maintained. As a result, a lean development standard was 
completed, conforming to the spirit of CMMI. 

4.3.4. Inconsistency of form creation 
automation and PDCA 

Project management is to create a project plan document and 
manage it according to the plan. If more than 60% of the 
project plan document is generated automatically by 
automating the form, the perspective of planning the project 
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is missing. There is a meaning in labor saving. However, if 
you do not plan the project carefully in the upstream process 
of the project, it will be overturned. 
About 60% of the format automatically generated in this 
study was client information or the project profile output 
from ERP. The individual information on the project is 
about 40% of the rest. This part was created manually by the 
PM. 
There is an idea called Pareto's law. If 40% of the project 
plan is hand-crafted by the PM, it will be sufficient as a 
project plan. Specifically, information on project schedule 
and process, allocation of resources and assignment of 
personnel have completed. 
The project plan of Company A is created with an MS-Excel 
of about 12 sheets in one book. In terms of the number of 
sheets, eight sheets were automated. The remaining 4 sheets 
were created by the PM. This part implements the project 
plan firmly and is in line with the spirit of PDCA. 
 

 

 
Fig.2 PM Rate recognized autonomous MGT 

 

 
Fig.3 Format Reuse Rate 

 
 
 
 

5 CONCLUSION 

This study proposes that, after the CMMI's activity is 
completed, the resources that were active in an EPG 
continue to function in the PMO. 
As it is difficult to achieve CMMI Level 3 alone, we hire an 
outside consulting company. However, it is not desirable to 
keep paying high external consulting fees. It is therefore 
desirable for knowledge-rich EPGs to be in charge of 
process improvement as in-house consultants and to transfer 
technology to young PMs. 
Many organizations set up PMOs after CMMI activities. 
However, they prepare weekly reports and minutes and 
collect CMMI appraisal trails, which does not fulfill the 
roles and responsibilities of effective in-house consulting. 
In this study, we focused on the role of process 
improvement in PMO. The activities required for the 
organization were identified and narrowed down. Next, by 
classifying the forms for each customer, we added it to the 
database and made it reusable. The knowledge was 
transferred to young PMs using the PREP method in which 
the PMO played a significant role. 
In a company that adopted the proposed method, the process 
reuse rate increased, and the PM began to carry out project 
management after acquiring knowledge of process 
improvement, which was considered to be an effective 
method. 
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Abstract - Recently more advanced functions have 

become necessary for machine tools in order to achieve high 

productivity in the field of factory automation. 

In particular, performance and functionality of spindle 

motor have been becoming more important.  

In the past, only speed control was necessary for spindles. 

However, switching between position control and speed 

control has become necessary to allow for various machining 

modes for the increasing number of systems with advanced 

spindle functions. The time and complexity required for 

switching control loops are bottlenecks for improvement in 

productivity of machine tools. 

In this research, we propose an approach to perform 

consecutive position control for spindles to resolve these 

bottlenecks. 

Keywords: Spindle motor control, Multi-tasking machine, 

Consecutive position control, Tracking delay compensation 

1 INTRODUCTION 

CNC equipment consist of the CNC controller, actuators, 

amplifiers, and detectors. To run the user's machining 

program, the CNC controller generates position/speed 

commands sent to the feed axes and spindles (tools) that 

constitute the machine coordinate system. Actuators such as 

servo motors and spindle motors are used to drive the feed 

axes and spindles. Servo amplifiers and spindle amplifiers are 

used to supply variable power to the actuators. Besides, servo 

amplifiers and spindle amplifiers are used to control the speed, 

position and output force of the actuators. Detectors such as 

encoders and linear scales are used to feed back the 

position/speed of operating parts of machines or motors. 

The CNC controller sequentially analyzes a G-code 

program that include description of the machining path, feed 

speed, and number of rotations of the tool, and generates 

commands of the travel distance per unit time for each feed 

axis. The CNC controller also generates speed commands for 

spindle motors according to the cutting conditions. 

While servo/spindle amplifiers are connected one-on-one to 

motors with power lines, serial communication through one 

network interface is used between the CNC controller and 

multiple amplifiers.  

Recently, the spindle motor control has been more complex 

to achieve high productivity. The servo axes don’t have to 

change the control mode. It means that the servo axes are 

controlled by position loop consecutively. On the other hand, 

spindle motor control is required to use properly the speed 

loop control and position loop control. Although spindle 

amplifier is only needed to control the spindle motor speed 

and output power on the process of turning and milling, it is 

needed to control the angle position of cutting tool and to 

synchronize with other servo axes on the process of tapping 

C-axis mode for multi-tasking machine.

In the former systems, the mechanical angle of spindles had

to be adjusted every time when the machining mode was 

changed. As it was necessary to recalculate a designated 

position, it was not possible to reduce the machining time. 

Hence, we propose an approach to perform consecutive 

position control in spindle amplifiers for spindle motors 

regardless of the machining mode. 

This approach reduces extra sequential control to change 

the machining mode, ensures robustness against disturbances, 

and enables establishment of the spindle control system for 

high-accuracy machining. 

2 RELATED TECHNOLOGIES 

2.1 Basic Configuration of CNC Equipment 

Multi-tasking machines such as the one shown in Figure 1 

are increasing in recent years. 

Each axes are driven by the servo motors connected to the 

ball screw in the machine. The tool used for cutting is 

attached to the spindle head and driven by the spindle motor. 

The CNC controller and the amplifiers which is used to 

control the speed and position in addition to power supply for 

the servo and the spindle motors are all installed in an 

electrical enclosure.  

The path of the cutting tool affects accuracy of the 

workpiece directly. Therefore, it is significant for servo 

motors to ensure robust command tracking for position and 

Figure 1: System configuration example of 

multi-tasking machine 
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feed speed control commands with minimal errors by 

suppressing load disturbances such as cutting reaction force 

or friction in machines. It is also important to keep the 

synchronous accuracy and the same response level for X, Y, 

and Z axes. Otherwise, the tool may follow the wrong path 

not intended by the CNC controller, resulting in 

unsatisfactory machining accuracy. 

2.2 Basic Servo/Spindle Control Architecture  

We adopt the architecture shown in Figure 2 for servo and 

spindle control loops. The position feedback and speed 

loops are implemented inside the amplifiers (distributed 

control) and the network communication that involves a 

substantial amount of dead time is established outside of the 

control loops. 

2.3 Issues Identified with Spindle Control 

Multi-tasking machines that perform multiple operations 

prevail in recent years. Position control and speed control for 

the spindle motors are switched in multi-tasking machines 

according to the machining program (refer to the spindle 

amplifier section in Figure 2). In addition to operations such 

as turning, milling, or drilling by spindle rotation control, it is 

necessary for multi-tasking machines to perform operations 

such as C-axis control or synchronous tapping (C-axis 

control: synchronous position control with the servo axes). 

 

2.3.1 Time required for switching the control 

methods 
When the spindle requires only speed control in the 

machining mode such as turning, neither the CNC controller 

nor the spindle amplifier handles position data such as tool tip 

angles.  

In this case, to change the control mode from turning to 

milling (C-axis control), it is necessary to stop the spindle 

once, perform home position return, and detect the tool tip 

angle as shown in Figure 3.  

Another example is shown in Figure 4. To change the 

machining mode from turning one workpiece chucked by two 

spindles to milling (C-axis control), home position return is 

required for both spindles. The chuck of each spindle is 

opened to release the workpiece and home position return is 

performed one after another for two spindles. Then, the chuck 

is closed and the workpiece is held by the spindles again, the 

C-axis angle is calculated, and milling is started. It takes 

several to tens of seconds each time to switch between two 

modes. Therefore, repeating switching has significant impact 

on productivity. 

Moreover, the switching process sequence control involves 

complex programming.  

2.3.2 Consecutive position control in spindle 

amplifier 
The following section describes the issues involved with 

consecutive position control in spindle amplifiers in the same 

way as in servo amplifiers. 

The tool attached to the spindle is frequently changed 

according to the machining conditions. The spindle motor 

must be decelerated and stopped once every time the tool is 

changed, and accelerated back to the maximum speed after 

the tool change. The number of spindle rotations per minute 

ranges from several thousands to tens of thousands and it 

takes several to tens of seconds each time to accelerate or 

decelerate the spindle. One of the requirements demanded for 

spindle motor control is to reduce the acceleration and 

deceleration time as much as possible.  

 

 
Figure 5 is a diagram to show the maximum motor torque. 

The horizontal axis of the graph represents the motor speed. 

Figure 5: Abnormal acceleration/deceleration 

waveform of position loop control. 

 

Figure 3: Switching from 

turning to milling (C-axis). 
Figure 4: Switching from 

spindle-linked turning to 

C-axis-linked milling 

. 

Figure 2: Servo/spindle control loop. 
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In general, the maximum torque generated by motors is 

reduced due to saturation of the induced voltage in the high-

speed region even though the maximum current value of the 

amplifier is not changed.  

Under these circumstances, if a program is built with a time 

constant that would require the torque exceeding the 

maximum motor torque as shown in Figure 5, position control 

to follow the command is not achieved. Then, position errors 

are accumulated to cause overshooting, resulting in vibration 

or mechanical impact.  

On the other hand, acceleration to the maximum speed or 

deceleration to a stop in a shortest possible time is desirable 

in the machining mode without position control as mentioned 

above. Therefore, the utmost motor torque must be applied 

for acceleration/deceleration. As shown by the solid line in 

Figure 6, in the case of speed loop control, the utmost motor 

torque can be applied for acceleration/deceleration without 

overshooting since position deviations are not accumulated 

even though a program is built with a time constant that 

would allow the torque require for acceleration/deceleration 

to exceed the maximum motor torque.  

However, it is not possible to control the cutting tool’s angle 

position on the spindle since position control is not performed 

in this case. For that reason, position control and speed 

control are switched according to the machining mode for 

spindle control in preceding systems. 

 

 

 

3 PROPOSED METHOD 

3.1 Outline of Tracking Delay Compensation 

Control 

As mentioned above, a major issue for consecutive position 

control is overshooting. Overshooting occurs when position 

control to follow the command is not achieved, resulting in 

position deviation, during acceleration/deceleration with the 

utmost motor torque. Thus, we propose the use of spindle 

amplifier with the tracking delay compensation control as 

shown in Figure 7. 

3.2 Tracking Delay Compensation Control 

Figure 8 is the block diagram to show the details of the 

control in the spindle amplifier which performs the tracking 

delay compensation control we propose. 

A CNC controller 1 gives speed command signals as output 

to the spindle during ordinary turning, machining, or milling 

operations. For tracking delay compensation control, speed 

command signals are integrated to generate position 

commands. On the other hand, position command signals are 

output according to the spindle-end rotation angle during 

synchronous tapping or C-axis control. In the CNC controller 

1, the position of a switch 4d is changed according to the 

change in the machining mode, and a position command 

signal θr for the spindle amplifier is generated. Meanwhile, a 

command switching control part 4e outputs a position/speed 

operation switching command MOD, which contains data to 

show whether position control operation or speed control 

operation is performed at the time of switching.  

A position deviation signal θe represents the difference 

between the position command signal θr output by the CNC 

controller and a position signal θs generated by a motor-end 

or spindle-end encoder. After a compensation position 

deviation amount θcd generated by an integrator 20 is 

subtracted, the position deviation signal θe is input as a 

deviation input signal θf to a deviation control part 21. 

Meanwhile, the position command signal θr is converted to a 

command speed signal Fdt by a differentiator 22, and then 

Figure 6: Acceleration/deceleration waveform of speed 

loop control. 

 

Figure 7: Tracking delay compensation control for 

consecutive position control. 

Figure 8: Tracking delay compensation. 
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converted to a command acceleration signal Acc by a 

differentiator 23. The position/speed operation switching 

command MOD, command speed signal Fdt, command 

acceleration signal Acc, and deviation input signal θf are all 

input to the position deviation control part 21. After the 

predetermined operation is completed, the position deviation 

control part 21 outputs a deviation limiting output value θg to 

a position control part 5. The predetermined operation of the 

position deviation control part 21 will be detailed later.  

The value θg output from the position deviation control part 

21 is input to the position control part 5, and the position 

control part 5 converts the value to a speed command and 

outputs a speed command calculation signal Vr. Then, the 

speed command calculation signal Vr and a speed deviation 

signal Ve sent by a differentiator 7, which represents the 

difference from a differential of the position signal θs 

detected by an encoder 6, are input to a speed control part 8. 

The current limiter 11 limits the current command value to 

a maximum current value allowed to be output by a current 

control part 12. The current control part 12 controls a current 

of a motor 13 based on a current limit value output by the 

current limiter 11.  

While a current is limited by the current limiter 11, the 

current limiter 11 outputs a current limit command Il to the 

integral speed controller 10 to stop the integral action. The 

integral speed controller 10 stops the integral action to avoid 

unnecessary integral action of the speed deviation signal Ve 

while the current is limited, and to prevent overshooting from 

occurring for the speed command value after the current limit 

is released. The current limiter 11 outputs the current limit 

command Il also to the position deviation control part 21.  

Now, the position deviation control part 21 is described in 

details. As shown below, the position deviation control part 

21 gives a command based on the position/speed operation 

switching command MOD, command speed signal Fdt, and 

command acceleration signal Acc to a position compensation 

amount control part 19a of a position compensation part 19 to 

turn on a switch 19b according to the predetermined condition. 

The control part 21 also outputs an input/output deviation 

signal Vh, and outputs the position deviation control output 

value θg to the position control part 5.  

Figure 9 shows the flowchart of the operation carried out by 

the position deviation control part 21. In the position 

deviation control part 21, while the current limit command Il 

is given and the operation mode is speed control during which 

the position/speed operation switching command (MOD) 

does not require absolute position tracking, the position 

deviation amount control part 19a in Figure 8 turns on the 

switch 19b. Then, position deviation amount θcd is created. 

The compensation position deviation amount θcd is 

subtracted from the position deviation signal θe. 

Therefore, when the current command value reaches the 

limit in the motor controller due to saturation of the motor 

output voltage during acceleration/deceleration of the motor, 

insufficient torque for the commanded acceleration, or other 

reason, it is possible to prevent the gap between the speed 

command calculation signal Vr (output from the position 

control part 5) and the actual motor speed Vs from increasing 

even if the position command signal θr value (converted from 

the speed command signal) is too large while the speed 

command 2 is selected with the switch 4d. Consequently, it is 

possible to reduce the delay in returning to position control 

when the current limit is removed. 

A position-within-one-revolution compensation control 

part 16 is present on the output side of the position 

compensation part 19. The position-within-one-revolution 

compensation control part 16 normalizes the compensation 

position deviation amount θcd output by the position 

compensation part 19, and calculates a position-within-one-

motor-revolution deviation signal Vrh (the data for two or 

more revolutions are discarded and the motor deviation 

amount within one revolution (difference between the 

position command and the actual motor position) is 

calculated). When it is confirmed that the current command 

is within the current limit after the current limit is removed, a 

position-within-one-revolution compensation amount Vrh is 

calculated so that the position within one motor revolution 

deviation becomes zero. Vrh is added to the integrator 20 in 

the position compensation part 19. 

Figure 10 (b) shows the acceleration/deceleration slope 

profiles of the position-within-one-revolution deviation 

signal Vrh. The horizontal axis represents the speed, the 

vertical axis the slope (acceleration), the solid line the case 1 

profile, the chain line the case 2 profile, and the dash-dotted 

line the motor torque characteristics. As shown in Figure 10 

(a), the maximum speed in the Vrh compensation pattern is 

determined at a certain ratio γ (e.g. 10%) of the speed 

feedback value at the start point of actual compensation. 

Figure 9: Operation flowchart in the position. 
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The slope profile (acceleration) to the maximum speed in 

the Vrh compensation pattern is determined according to the 

motor output torque characteristics as shown by the dash-

dotted line in Figure 9 (b). The slope profile line may be 

straight as shown by the solid line (case 1) in Figure 10 (b) by 

leaving a margin for the motor output torque characteristics 

if the controller's processing time and the memory capacity 

allow. Otherwise, the profile may be set in stages as shown 

by the chain line (case 2). Thus, the compensation is 

performed in a stable and fast way for the position within one 

revolution after the current limit is removed.  

In the CNC controller 1 in Figure 8, when a command PHS, 

which shows that compensation is not required for the 

position within one motor revolution, is input, the switch 27 

is switched to connect to the opposite side of the Vh signal. 

And the switch 28 is also switched and the deviation input 

signal θf is directly input to the position control part 5 by a 

route passing through the position deviation control part 21.  

Thus, when compensation is not required for the position 

within one motor revolution, acceleration/deceleration time 

can be minimized according to the motor output torque. 

Figure 10 also shows waveforms of the operation signals 

when the proposed approach is taken. In the topmost graph, 

the horizontal axis represents the time, the vertical axis the 

speed, the chain line the speed command signal Fdt, the dash-

dotted line the speed command calculation signal Vr, and the 

solid line the motor speed Vs. In the second graph from the 

top, the horizontal axis represents the time, the vertical axis 

the current, and the solid line the current command value. The 

third graph shows the position-within-one-revolution 

compensation signal Vrh. The horizontal axis represents the 

time, and the vertical axis the compensation amount. In the 

fourth graph, the horizontal axis represents the time, the 

vertical axis the position deviation, and the solid lines 

represent the compensation position deviation amount θcd 

and the deviation of the position within one motor revolution. 

In our approach, even if the motor cannot be fully accelerated 

due to the current limit and the motor speed Vs deviates 

significantly from a command speed signal Vrv output by the 

command generation part 1, the position deviation control 

part 21 limits the position deviation control part output value 

θg under certain conditions to prevent the speed deviation 

signal Ve, which represents the gap between the speed 

command calculation signal Vr output by the position control 

part 5 and the actual motor speed Vs, from increasing beyond 

the predetermined level. Thus, transition to position 

compensation is performed faster when the motor output 

torque characteristics are restored and the current limit is 

removed, preventing overshooting from occurring for speed 

or position control.  

Furthermore, after the current limit is removed, the 

position-within-one-revolution compensation amount Vrh is 

added to the integrator 20 in the position compensation part 

19 to enable consecutive control of the spindle position within 

one revolution to follow the command. The compensation 

position deviation amount θcd is reduced during acceleration 

and increased during deceleration to make the position within 

one revolution zero. Therefore, it takes less time to determine 

the compensation amount and perform the compensation for 

the position within one revolution. 

4 VERIFICATION OF THE PROPOSED 

APPROACH BY SIMULATION 

The following shows the result of verification by simulation 

of the effect of the proposed tracking delay compensation 

control.  

Figure 11 shows the acceleration/deceleration waveform 

for an ordinary position loop without the tracking delay 

compensation control we propose. When a program is built 

with a time constant that would allow the torque to exceed the 

maximum motor torque. The current command behavior 

becomes unstable and causes reciprocation between upper 

Figure 10: Tracking delay compensation control 

signal waveform. 

231

International Workshop on Informatics ( IWIN 2019 )



and lower current limits. This phenomenon causes increase in 

mechanical impact and significant damage on the machine. 

Figure 12 shows the acceleration/deceleration waveform 

with the tracking delay compensation control we propose. 

Since the motor torque is restricted against the command, 

the current is limited at the maximum current in the 

amplifier. Nevertheless overshooting does not occur and the 

control loop remains stable.  

5 EVALUATION 

5.1 Reduction in the Time Required for 

Control Mode Switching by Performing 

Consecutive Position Control 

The following shows the result of verification of the effect 

of implementing the proposed approach with an actual 

spindle amplifier. 

The system for verification is a multi-tasking machine with 

two main spindles for turning and a tool spindle for milling. 

Each main spindle can be used for machining of different 

workpieces, or a workpiece can be pre-cut by spindle 1, re-

chucked by spindle 2 for machining without set-up change 

operation by an operator. Spindle 1 and spindle 2 can be also 

used to chuck one workpiece for heavy cutting. 

Table 1 shows the time reduction result for various mode of 

spindle control. 

6 CONCLUSION 

In the past, a focus is put on high-speed revolutions of the 

tool for spindle motors and spindle amplifiers in machine 

tools. Therefore, the critical issues are to generate the 

maximum torque to reduce the acceleration time to reach high 

speed revolutions, and to generate high power for heavy 

cutting. 

However, in the recent progress in pursuing high 

productivity for cutting machining, multi-tasking machines 

for both turning and milling have become more and more 

dominant. As a consequence, position control such as C-axis 

control has become essential for spindles in increasing 

number of cases and how to reduce the switching time has 

become a controversial issue. 

However, the other ways except for switching had not 

existed before our proposal. Because no other way but our 

proposal couldn’t solve the overshooting issue of spindle’s 

position loop during acceleration/deceleration with the 

utmost motor torque. 

In this research, we proposed consecutive position control 

in spindle amplifiers in the same way as in servo amplifiers 

to address the issue, and verified its validity. This control 

method has been adopted in our products, which 

differentiates our products from previous spindle amplifiers 

and controllers. Furthermore, we are in the process of 

promoting standardization of amplifiers for motors driving 

machine tools to remove the barriers between different types 

of amplifiers. 
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Figure 11: Acceleration/deceleration waveform 
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Figure 12: Acceleration/deceleration waveform 
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of the multi-task machining program 
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Abstract - The failure of FA equipment used in the fac-
tory is important because it affects the productivity. Recently,
predictive maintenance has been considered as a maintenance
system for FA equipment. The predictive maintenance is a
system in which sensors are attached to an equipment. The
failure is predicted using measured values, and waste of con-
ventional preventive maintenance can be omitted, because the
condition of the equipment is individually managed. How-
ever, there are problems such as that the number of sensors to
be installed is large and that it is necessary to secure the space
to install the sensors.

It is considered that the interaction such as vibration is
transmitted between the links of the parallel link robot. It
was considered that the information which led to the predic-
tive maintenance of other link and the entire equipment could
be known from the sensor of one link by using interaction.

In order to confirm this, an experimental apparatus equip-
ped with a parallel link was produced experimentally, and
measurement experiment was carried out by applying a load
corresponding to a failure.

Principal component analysis was carried out on the mea-
sured data, and the result which supported the detection was
obtained.

Keywords: Predictive Maintenance, Factory Automation,
Parallel Link, Principal Component Analysis

1 INTRODUCTION

Today’s factory automation(FA) systems support a wide
range of industrial products, from electronic devices such as
mobile phones to transportation equipment such as automo-
biles. Proper maintenance of FA systems is required to en-
sure the quality of these products. In general, it is said that
the maintenance cost of an FA system is 15 to 60% of the
manufacturing cost of the product, and thus is not insignifi-
cant[1].

There are two types of maintenance methods for FA equip-
ment. The first is preventive maintenance which involves
regularly performing maintenance, regardless of the state of
the equipment. Therefore, unnecessary maintenance is per-
formed on the FA equipment, which increases maintenance
costs. The second type of maintenance is predictive mainte-
nance, in which maintenance is performed according to the
predicted state of the FA equipment. The state of the FA
equipment is measured by sensors, and future failure times

are predicted. It is said that the maintenance cost can be re-
duced by conducting maintenance based on failure prediction.
The International Air Transport Association(IATA) has esti-
mated that the cost of maintenance would be reduced by 15
to 20% if aircraft were to be subjected to predictive mainte-
nance[2]. Failure prediction is required to perform predictive
maintenance. In addition to the installation cost of a sensor
and physical space in a system, including wiring, must also
be provided for the sensor[3]. In addition, a communication
channel must be secured in order to upload real-time mea-
surement data to the cloud.

The purpose of the present paper is to predict the failure
of FA equipment. FA equipment consists of a combination
of several servo motors, links, and other mechanical compo-
nents. By attaching sensors to the components in a system, it
is possible to accurately measure mutations that lead to com-
ponent failure. We herein examine the variability of data due
to interactions.

In the present paper, we detect failure for predictive main-
tenance using the interaction between mechanical parts. De-
fective components in FA equipment are detected based on
changes in the sensor data. We examine the variability of data
due to interactions, while increasing the load on the equip-
ment until failure. We use principal component analysis (PCA)
for feature extraction in the failure prediction.

The remainder of the present paper is organized as follows.
Section 2 introduces related research. Section 3 presents the
method for failure detection. Section 4 describes the exper-
imental system, the experimental method, and the obtained
results. Section 5 discusses the evaluation results, and a sum-
mary is presented in Section 6.

2 RELATED RESEARCH

System diagnostics can be separated into model-based di-
agnostics and signal-based diagnostics[4]. Model-based di-
agnosis is used when the theoretical modeling of a target sys-
tem is straightforward. A deterministic model is created using
equations to represent the actual system, and the diagnosis is
performed by comparing the output of the system with the
output of the model.

Signal-based diagnosis is used when theoretical modeling
of a target system is difficult. In this case, we use a model de-
rived from measurements. We extract the characteristics for
the normal and abnormal operating conditions of the equip-
ment from the measurements and use these characteristics to
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diagnose faults.
In recent years, methods for signal-based diagnosis using

machine learning techniques have been introduced. With the
increasing accuracy of sensors and developments in the field
of AI, the accuracy of failure prediction is improving. There
are also techniques to perform signal-based diagnosis under
dynamic conditions, compared to static conditions alone [5].

FA equipment is generally reliable and resistant to failure.
However, in real environments, it is difficult to apply super-
vised learning because of the small accumulation of failure
data. Therefore, it is common to use unsupervised machine
learning for FA equipment.

According to a review paper on FA equipment diagnosis by
unsupervised machine learning, methods using PCA provide
the best results[6].

However, there is a problem in signal-based diagnosis in
that signal based diagnostics require high computational power
for recording and process large amounts of measurement data.
Therefore, it is necessary to apply these methods using cloud
computing[7]. In the case of FA equipment, it is necessary to
secure a large capacity communication line.

For this reason, it is desirable that the computer on the edge
side be able to diagnose faults in the FA equipment. In ad-
dition, it is desirable that the number of sensors be reduced,
when edge computing is used. There are interactions between
components such as the resonance between the components in
the FA equipment, and the status of the entire FA system can
be diagnosed using a small number of sensors with appropri-
ate signal processing. However, as far as we know, methods
for predicting failure using the interaction between parallel
links in FA equipment have not been studied.

3 FAILURE DETECTION OF FA
EQUIPMENT WITH PARALLEL LINKS

In the present paper, we verify a method for detecting fail-
ure by signal-based diagnosis for FA equipment with parallel
links.

Parallel-link robots[8] consist of multiple link mechanisms
of the same type that are arranged in parallel and operate syn-
chronously. Robots using parallel links use many more shared
control components compared to a single-arm robot. There-
fore, the manufacturing cost is low, and the mechanism is sim-
ple and easy to maintain. For this reason, parallel links have
been widely used.

Fault detection is performed by the parallel link mechanism
with the installed sensor. Since each link is combined to form
a single mechanism, the movement of a link is affected by
other links. Therefore, if there is an abnormality in the oper-
ation of a certain link, the behavior of other links is expected
to be affected.

In the present paper, we consider the interaction between
parallel links. By considering this interaction, fault detection
is performed by detecting abnormalities in other link mech-
anisms using only the measurement data of the sensors from
a single link. In the next section we discuss how to verify
the degree of abnormal behavior from other links that can be
detected.

4 EXPERIMENTAL METHOD

In this section, we describe the experimental apparatus with
a parallel link as well as the procedure for using the experi-
mental apparatus. An outline of the experiment is as follows.

• Applying the load which assumes an increase in the
friction load at a specific link, and measuring the data.

• Analysis of changes due to increased load

• Comparison of data between loaded and non-loaded links
to verify the possibility of failure detection.

4.1 Experimental Apparatus
The experimental apparatus is shown in Fig. 1. The appa-

ratus is a system to detect failure time based on data obtained
from a servo motor.

The system consists of a PC and parallel link mechanisms
using two servo motors. The PC transfers control to the servo
motors and the servo motors transmit the data to the PC. Six
kinds of data can be obtained from the servo motors.

The sensor data consist of temperature, current, voltage,
rotational angle, rotational speed, and rotation time that can
be obtained from the servo motor. The data acquisition fre-
quency is 10 Hz. The temperature data measurements of the
servo motor are affected by the temperature of the room. There-
fore this temperature is stabilized in the range of ±1 ◦C using
air conditioning. This method prevents temperature change
due to factors other than the heat generated by the operation
of the servo motor.

The equipment is approximatelt 15 cm and is smaller than
actual FA equipment. The specifications of the servo motor
are listed in Table 1.

Figure 1: Experiment system

Table 1: Specifications of the servo motor (RS302CD)
Torque (during operation 7.4 V) 5.0 kgf·cm

Current consumption (when stopped) 40 mA
Current consumption (when moving) 125 mA

Working voltage 7.2–7.4 V
Movable angle 150◦

Temperature limit 0–40◦C
Communication speed max 460.8 kbps

In the experiment, by operating the experimental apparatus
which is similar to FA equipment, we obtain the sensor data
necessary for failure detection by increasing the load of the
servo motor. In particular, we increase the load on the link
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component in order to create abnormal operating conditions.
The experimental apparatus is shown in Fig. 2.

The joints connect the links of the link components. The
guide rails limit the movement of the drive unit. The drive
unit is perpendicular to the guide rail.

The drive unit moves backward and forward by rotating
servo motors A (MA) and B (MB) outward. The weights are
placed either at Joint A (JA) or Joint B (JB).

Figure 2: Parallel links

4.2 Experimental Procedure

Experiments are conducted to increase the friction between
the links. First, we record the sensor output for 20 minutes
without placing a load on the system. Second, weights are
fixed to JA for a 30-second interval. Next, we record the sen-
sor output for another 20 minutes under a 70 g load. Weights
are fixed to JA, again. Finally, we record the sensor output
for 20 minutes under a 130 g load.

This experiment is carried out in order to verify whether
the load increase can be observed by only the measurements
from MB when placing a weight on JA.

5 RESULTS

We first describe the observed interactions. Next, we de-
scribe the results of PCA using 12-dimensional data. Finally,
we describe the results of PCA using six-dimensional data.

The data obtained from each servo motor are shown in
Figs. 3, 4, 5, 6, 7, 8, 9, and 10.

5.1 Changes in Rotational Angle

Figs. 3 and 4 show the rotational angles of the servo motors.
In the rotational angle data, MA indicates that the movement
of the horn is faster than usual due to the loading. Fig. 5
shows an enlarged view of the angle data for MB . The region
of the rotational angle data containing the abnormal readings
is enclosed in a black circle. Fig. 5 shows an enlarged view
of the black circle. In MB , there was an interaction in which
the timing of the action was shifted by MA.

Figure 3: Angle data for Motor A

Figure 4: Angle data for Motor B

Figure 5: Enlarged view of the angle data for Motor B

5.2 Changes in Rotation Time
Figs. 6 and 7 show the rotation times of the servo motors.

Rotation time indicates the elapsed time from the start of the
movement of the servo horn, and the value is retained until the
next movement after arrival at the target angle. The abnormal
measurements in the rotation time data are enclosed in a black
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circle. Fig. 8 shows an enlarged view of the area indicated by
the black circle. Here, MA indicates that the time of move-
ment is clearly earlier than that for the case without a load.
Fig. 8 shows an enlarged view of the MB rotation time data.
In addition, MB is also moving slightly faster than before the
load was added.

Figure 6: Rotation time data for Motor A

Figure 7: Rotation time data for Motor B

Figure 8: Enlarged view of the rotation time data for Motor B

5.3 Changes in Voltage
Figs. 9 and 10 show the voltages of the servo motors. The

three sets of measurements for MA show that the tendencies
in the voltage change do not agree. The MA voltage under
the 130-g load is more stable than that under the 70-g load,
probably because the play in the experimental apparatus was
suppressed by the weight. The abnormal voltage data are en-
closed by a black ellipse. The voltage data for MB show a
small variation, but an abnormal voltage drop was observed
due to the interaction.

Figure 9: Voltage data for Motor A

Figure 10: Voltage data for Motor B

5.4 Results of PCA
PCA was performed using 12-dimensional data from both

motors.
Figs. 11 and 12 show the 12-dimensional data distribution

without and with loads, respectively. The number of classes
could be observed to change as the load increased. Classes are
formed by grouping points for each operation of the experi-
mental equipment. A given point moves between multiple
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classes after one movement of the experimental equipment,
before returning to the initial class. Classes P1 through P4

are highlighted in Fig. 11. Other classes are moving between
assigned numbers. The classes are changing as the load in-
creases. In particular, the change of the P3 class is remark-
able.

Figure 11: 12-dimensional data distribution: without load

Figure 12: 12-dimensional data distribution: with load

5.5 Failure Detection Using Interactions

PCA was performed using six dimensional data for each
servo motor. Figs. 13 and 14 show the results of PCA on
MA and indicate the data distribution without and with loads,
respectively. Since MA was directly loaded, the transition in
the entire class from right to left was remarkable.

Figs. 15 and 16 show the results of PCA for MB and indi-
cate the data distributions without and with load, respectively.
A transition was observed in the class. From this result, it is
considered that abnormality in the equipment operation can
be detected based on only PCA of the data of MB without
applying the load directly.

Figure 13: Six-dimensional data distribution on Motor A:
without load

Figure 14: Six-dimensional data distribution on Motor A:
with load

Figure 15: Six-dimensional data distribution on Motor B:
without load
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Figure 16: Six-dimensional data distribution on Motor B:
with load

6 DISCUSSION

In the present paper, we examined possibility of fault detec-
tion for FA equipment with parallel links using the interaction
between links.

An experimental apparatus for monitoring parallel links us-
ing two servo motors was developed. An experiment in which
a load was placed on one link was carried out in order to de-
termine whether an increase in friction could be detected from
the other link. Based on the results of PCA of 12-dimensional
data from the servo motors, it was confirmed that multiple
data classes changed when the load was increased.

Based on the results of the PCA of six-dimensional data
obtained from one servo motor, it was possible to observe
changes in the data classes when increasing the load not only
in the servo motor with the load but also in the servo motor
without the load. This indicates that it is possible to perform
fault detection based on the interaction between parallel links
of FA equipment.

We thought that it is possible to predict failure by approxi-
mating the distribution of data classes with a model and esti-
mating the speed of their movement and rotation.

7 CONCLUSION

In the present paper, we examined possibility of fault de-
tection for FA equipment assuming there exists an interaction
between parallel links.

An experimental apparatus with a parallel linkage was de-
veloped, and a load was applied to one side of the link in order
to test the assumption that this would increase the friction of
the link. The sensor output data were then measured.

As a result of PCA of the time series data, confirmed that
multiple data classes changed as the load increased. In the
analysis of the measurements for each servo motor, it was
possible to observe the change in the data classes under in-
creasing loads, not only in the servo motor with the load but
also in the servo motor without the load. This indicates the
possibility of fault detection based on observation of the in-
teraction between links.

Future issues include the verifying possibility of failure
prediction by analyzing approximated data class.
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