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Rightfulness Evaluation of Obtained Data From Traffic Simulation 
for Improving Traffic Flow 

Kazuki Someya*, Masashi Saito** , and Ryzo Kiyohara* 
*Kanagawa Institute of Technology, Japan

**Kanazawa, Institute of Technology, Japan
({s1521138@cco, kiyohara@ic}.kanagawa-it, msaito@neptune.kanazawa-it).ac.jp 

Abstract – As traffic jams in urban areas are becoming 
worse, some cities are taking measures, such as increasing 
the number of roads through the effective utilization of 
underground roadways and detecting increasing traffic 
volume.  Moreover, many cities can avoid traffic jams by 
encouraging the use of public transportation. However, in 
provincial cities, public transportation services are poor, 
and many people use cars because of the small number of 
trains, even if there are railroads.  Therefore, traffic jams 
continue to be a problem. One method of grasping the flow 
of traffic is to use the data of a road traffic census to 
investigate the traffic volume and the data of mobile space 
statistics expressed in the mesh region based on the 
position information of users of mobile phones. A 
simulation was performed to obtain the same data at the 
same time, and the accuracy of the data was demonstrated.  
Keywords: ITS, Traffic jam, Simulation, Open data . 

1 INTRODUCTION 

Recently, traffic jams have become increasingly serious. 
In a developed city, traffic jams can be avoided when 
commuting by using public transportation. Moreover, 
because of the increasing use of automated vehicles in the 
future, people have greater concern about traffic jams 
becoming even more severe.   

In a city with financial strength, such as Tokyo, it is 
possible to respond to this problem by using underground 
roads. However, not only in Japan but also in many 
provincial cities, public transportation has not developed 
as much, and movement using automobiles is most 
common.  Therefore, reduction of traffic jams in 
provincial cities is important.  As a result of improving 
roads, for cases in which the frequency of use is small, no 
effect can be obtained at all.  In provincial cities with little 
financial power, there is no room to use low-impact road 
maintenance, thus it is necessary to implement it reliably 
and effectively.  Therefore, it is necessary to carry out a 
simulation beforehand to determine whether an effect can 
be obtained.   

Especially in the provincial cities of Japan developed 
mainly around rivers, there are many cities having the 
characteristics of sea, mountains, and rivers.  As a result, 
because roads over bridges and through mountain areas are 
limited, a bottleneck exists that causes traffic jams because 
of the small number of roads that can pass, even though 
the traffic volume is high.   

Many cities have introduced park and ride (P&R) 
systems [1][2] and road pricing [3] as measures to alleviate 
traffic jams in these provincial cities. The P&R system has 

a parking lot near public transportation, and a system that 
makes public transport available for long distances. 
However, many people are not using P&R owing to low 
parking lot capacity and high usage fees [4].   

Road pricing is a system that collects fees when 
traveling on a specific road, such as an expressway.  As it 
is limited to large cities that already have many public 
transportation facilities, it will be ineffective in the 
provincial cities with limited alternative transportation 
methods.   

The above considerations show that it is necessary to 
improve the accuracy of the simulation and improve the 
accuracy of the effect obtained when the road is improved. 
For that purpose, it is necessary to know the origin–
destination traffic volume [5] of the driver as a 
precondition.   

Using a personal trip survey [3] is the conventional 
method. However, the cost of implementing a personal slip 
investigation is large, and it lacks accuracy because it 
requires data to be provided that depend on a person’s 
memory. Thus, the frequency of such surveys is not high, 
and is often limited to weekdays in a city every few years 
because of costs, so this method is not recommended.  

However, in Japan, a road traffic census is conducted 
every five years and it discloses traffic surveys as open 
data. This is data obtained by manually counting the 
number of vehicles at an intersection or the like.   

Moreover, mobile spatial statistics are available, which 
disclose information on terminals existing in base stations 
of mobile phones as open data.   

In this study, we propose traffic flow simulation using 
the road traffic census and mobile space statistics data. As 
shown in Figure 1, the traffic flow movement is predicted 
from past data. As shown in Figure 2, simulation is 
performed so that the same data as the road traffic census 
and the mobile space statistics can be acquired, and the 
validity of the data is obtained for the area around 
Kanazawa station in the Ishikawa prefecture.  Because the 
exact number of cars and people cannot be known from 
the open data, the data cannot be used as is. Therefore, the 
same acquisition method as for open data was 
implemented using simulation.  
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Figure 1. Traffic flow prediction Figure 2. Around Kanazawa in Ishikawa 
prefecture（Source: Google） 

2 RELATED WORKS 

Several methods of forecasting the traffic volume have 
been proposed. Particularly, there is the method of using a 
personal trip survey. However, problems of 
implementation cost and the accuracy of the data have 
been pointed out for personal trip surveys. However, by 
putting an application on a smartphone, one can extract it 
as human behavior information and use it as data for a 
personal trip survey [6]. However, it is related to the data 
acquisition method of personal trip surveys, and it cannot 
be used immediately because of the necessity of installing 
applications.   

Also, a method of estimating the origin–destination 
traffic volume by means of transportation using retention 
population data has also been proposed and implemented 
[7].   

A "demand bus" operates in response to a demand. It is 
like a taxi, and it is effective for rural areas with few bus 
stops, because it does not run on a fixed route. As a result, 
the fee is expensive compared with the usual bus, and the 
traveling time depends on other users. However, if the 
number of users increases, there is a problem that route 
calculation becomes difficult to design in a timely manner. 
Therefore, relaxing the calculation time required for path 
planning using a hierarchical cooperative transport system 
can eliminate the problem [8]. It also makes it possible to 
use this option in provincial cities with high traffic demand, 
such as regional core cities 

There is also a system that combines the advantages of 
demand-type taxis and merged-type buses, the smart 
access vehicle. We address the inverse estimation problem 
of OD traffic volume by a transportation method using 
mobile residence population data from mobile zone 
statistics, the number of people getting on and off on 
specific bus route, and individual traveling locus data of a 
small sample from the viewpoint of easily obtained 
observation data. The calculated traffic volume between 
200 zones of a 500-m mesh in Hakodate in the Hokkaido 
prefecture was used, and it shows the usefulness of the 

method by verifying its accuracy [5]. We verified the 
separation between migrants and residents, but the 
estimation accuracy is not high. 

We estimated the number of users by mode of 
transportation, but, because it is not based on precise 
techniques or automobile traffic survey data, the actual 
traffic volume cannot be predicted and is a future topic for 
study. 

NTT DOCOMO has been experimenting with the "near 
future people forecast" [9], predicting movement several 
hours ahead by using a real-time version of mobile space 
statistics and spatiotemporal variable online prediction 
technology. NTT DOCOMO is currently developing an 
artificial-intelligence taxi, which predicts the number of 
taxis that will be used in 30 min. Forecasting the number 
of people in the near future is a technique for predicting 
the number of people in an area several hours ahead. 

We propose a vehicle direction estimation method using 
the Road Traffic Census and mobile space statistics for 
Kanazawa and Nonoichi. If we assume that an error of 
±20% is tolerated, a regression equation at approximately 
a 63% mesh is derived. Because the determination 
coefficient R2 of the regression equation is 0.58 and the 
accuracy is low, improvement of the accuracy is a problem. 

3 PROPOSED METHOD 

The following problems exist when using either road 
traffic census or mobile space statistics data alone.   
① The road traffic census cannot grasp the traffic

volume of all roads, because it is implemented only
on specific roads.

② Because mobile space statistics acquire the position
information of the mobile terminal on a mesh unit
basis, it is impossible to determine whether the
object is a pedestrian or a car.

③ Additionally, because the data do not have IDs for
recognizing an item, it is not possible to find the
movement data of a specific car.
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Table 1. Example of Road Traffic Census (Partially Extracted) 

id date 
up・ 

down 
type 

Hourly traffic volume (count/hour) 24 hour traffic 

volume 7hour 8hour 9hour 

~

5hour 6hour 

17300080010 20151008 1 1 550 337 327 66 274 5968 

17300080010 20151008 1 2 129 120 179 116 130 2274 

17300080010 20151008 2 1 360 318 331 38 168 5777 

17300080010 20151008 2 2 73 111 169 107 109 2376 

Table 2. Example of mobile space statistics 
date day hour area residence age gender population 

Kanazawa 2015/11/19 木 7:00 543665645 17201 -1 -1 7896 

Kanazawa 2015/11/19 木 8:00 543665645 17201 -1 -1 8012 

Nonoichi 2016/04/06 水 18:00 543654865 17203 -1 -1 1779 

Nonoichi 2016/04/06 水 19:00 543654865 17203 -1 -1 1542 

Hakusan 2016/02/10 火 9:00 543614465 17210 -1 -1 823 

Hakusan 016/02/10 火 10:00 543614465 17210 -1 -1 902 

Figure 3. Road traffic census survey area 
around Kanazawa station 

Thus, accuracy is low when trying to understand the 
movement of a car with only one source of open data. 
Therefore, in this research, we evaluate the validity of the 
simulation data, which is the preliminary stage of deriving 
the regression equation from the road traffic census and 
mobile space statistics data.   

Instead of using actual data directly, we installed the 
observation spots/mesh ranges where the road traffic 
census and the mobile space statistics were executed in the 
simulator, acquired the data, and carried out the 
experiment.   

In converting the information of the road traffic census 
based on the mesh used in the mobile space statistics, we 
borrowed data from the research group and used it as 
shown in Figure 3. 

The ratio of automobiles and pedestrians was changed, 
and data were acquired. The ratios used were 10:0 and 5:5..  

3.1 Road Traffic Census 

The road traffic census [11] is conducted to understand 
the condition of roads and road traffic throughout Japan 
every five years by the Ministry of Land, Infrastructure 
and Transport Road Bureau. It investigates nationwide 
road conditions, traffic volume, travel speed, departure 

place/destination of automobile operation, purpose of 
operation, etc. The contents are 12 h of traffic between 
roads, traffic volume of 24 h, average traffic speed during 
congestion, crowding at the peak traffic times in the 
morning or evening, and vehicle-type classification. 
Details of the data are shown in Table 1.   

The road traffic census data used in this study was for 
2017, which is the most recent.   

3.2 Mobile space statistics 
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Table 3. Simulation settings 
Human Agent 3,176 
Vehicle Agent 3,176 

Maximum number of 
passengers 

1 

Vehicle Speed 60km/h 
Pedestrian Speed 3~5km/h 
Experiment Time 2,160sec 

 

Mobile space statistics [12] are open data provided by 
NTT DOCOMO. They periodically detect the mobile 
phones that exist in each area of each base station. The 
population during daytime and night can be roughly 
predicted, and, depending on the time, it can be known 
how many people commute to and drive in the central city. 
Details of the data are shown in Table 2 

Because the information based on the mobile space 
statistics data includes date, time, area, residence, age, 
gender, and population, and because the information is 
based on cell phone contracts, a cell phone that a parent 
bought for a child in that case is nominally a parent’s 
phone, so the age is considered the parent's age, but 
although obtaining precise information is not possible,  the 
data are sufficient as information for knowing overall 
trends.   

The population is the number of mobile phones. The 
data of the area is cut in a mesh, and the area is confirmed 
by side 200 m - 2 km. Because the number of base stations 
is large in urban areas such as Tokyo, the distance of one 
side becomes short. Because age is based on information 
that can be contracted, such data are collected as the 
written age shown in Table 4, and they become rough data. 
The determination of low age group and high age group 
assumes that the contract does not necessarily belong to 
the person himself/herself. It is based on the premise that 
family registration is not necessarily done. With respect to 
the problem of personal information, processing is done 
without specifying an individual, and because the contract 
data of the corporate name is removed, it is safe. 

4 EXPERIMENT 

4.1 Environment of Simulation 

An experiment was conducted using "Scenarige" [13], a 
multiagent traffic simulator of the Space–Time 
Engineering Company. The simulator was set as shown in 
Table 3. The map data published in OpenStreetMap were 
used [14].   

4.2 Model 

The human agent represents a person and treats the 
person as a pedestrian when not on a vehicle agent. For 

that reason, there are two types of means of transport: 
walking and cars. The maximum number of passengers 
represents the number of people who can ride in one car. 
In other words, in this research, only the driver is in the car. 
The number of human and vehicle agents is based on the 
hourly traffic volume table of the Road Traffic Census, 
based on the number 317,597.6, which is the average of 
the number of units of 7:00 to 12:00 a.m. that are needed 
to carry out the simulation if the number of moving 
vehicles is large. Because the time is enormous, it is 
rounded off to 1/100 and is set to 3176. Also, 34 patterns 
of human and vehicle agents are prepared so that they head 
to their destinations.   

The experiment time was based on 6 h = 21,600 s from 
7:00 to 12:00 a.m. At the start of the simulation, there 
were 0 cars, and they appeared exponentially. As a result, 
the number of vehicles increased with the passage of time, 
causing serious traffic jams and a situation in which 
mobility could not be obtained. When falling into a state 
where this mobility could not be acquired, it was a 
behavior that could not be realized, and the result of the 
simulation became unexpected. Thus, the experiment time 
was set to 21,600 s to 1/10, 2,160 s.   

Examining the data of mobile space statistics, the mesh 
around Kanazawa Station is a 2-km mesh, so, to represent 
the whole area, as shown in Figure 4, a 5 × 5 mesh with 2 
km per side was created.   

As shown in Table 5, the data acquired were based on a 
judgement whether the moving object is a car or a 
pedestrian, on the name of the current road, and on 
position information on the x-axis and the y-axis. These 
data were acquired at intervals of 360 s. Because the name 
of the road was based on the data of the road traffic census, 
in the case of walking, it was blank. The x- and y-axes 
were used for conversion to a mesh. From the data of the 
road traffic census, shown in Table 5, only the row in 
which the moving object was a car and the road name were 
extracted. Originally, data on road traffic census did not 
describe the latitude and longitude of the observation point 
that replaces the x-axis and the y-axis. Therefore, in this 

 
Figure 4. Allocation of mesh number 
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Figure 5. Correlation of ratio 10: 0 
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Figure 6. Correlation of ratio 5: 5 
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study, we obtained the position information of the car as 
the x-axis and y-axis.   

Experimental results were for automobile-to-pedestrian 
ratios of 10:0 and 5:5, and the experiment was conducted 
10 times. The average is shown as the result..  

4.3 Result 

We divided by mesh per hour and compared the road 
traffic census data obtained from simulation with the data 
of mobile space statistics. When a correlation was obtained 
with actual data. because it was convex, the correlation 
was derived by a quadratic polynomial as well.. For an 
automobile, when the ratio was 10:0, R2 = 0.9504; when 
the correlation coefficient R2 = 0.9688, the ratio was 5:5. 
It was confirmed that both have considerably high 
accuracy, indicating that there is no problem with the data. 
The respective graphs are shown in Figures 5 and 6. 
Moreover, if the road traffic census data and the data of 
the mobile space statistics were both 0 with the mesh at the 
same time, they were clearly unnecessary data for an 
accurate evaluation and were excluded. 

The reason why 10: 0 is not R2 = 1 is considered to be 
that road traffic census does not acquire data on all roads, 
and excludes cars on narrow streets such as back streets 
and residential areas. 

Th reason why 5: 5 is not very different from the 
correlation coefficient of 10: 0 is that the road traveled by 
car and the path walked on by foot are the same setting. It 
is also considered that it moved to an area not covered in 
the north. 

5 CONCLUSION 

In this research, as a preliminary step for finding 
countermeasures to the increasing traffic congestion in 
regional core cities, a simulation was performed using 

items that could acquire data of the road traffic census and 
mobile space statistics as a method for determining the 
flow of people The validity of the data was evaluated. 
Automobile-to-pedestrian ratios of 10:0 and 5:5 showed 
that the correlation coefficient exceeds 0.95 and that the 
data are reliable.   

Because pedestrian movement is the same as that of the 
automobiles at the present stage, it was no problem to 

simulate at a ratio of 5: 5. However, in reality, because 

Table 4. Age classification 

Actual age 15~19 20~29 30~39 40~49 50~59 60~69 70~79 

Recorded age 15 20 30 40 50 60 70 

Table 5. Example of acquired data 

Time(sec) How to 
move Road name X axis Y axis 

720 Car Ishikawa Prefecture Route 146 Kanazawa Stop 
Station South Line 179.102 2815.36 

720 Car road777 41.13 1982.31 

720 Walk -324.44 3949.05 
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people who do not work outside the home do not move 
from the residential area and students go to school a more 
realistic evaluation environment is needed. Furthermore, 
various means of transport other than cars, such as buses.   
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Table 1: Definition of the autonomous vehicle technology 
level 

Level substance operator 

level 0 
Human 
operated 

Driver operates all tasks human 

Level 1 
supported 

System operates a sub-task of 
controlling a vehicle human 

Level 2 
Partially 
automated 

System operates some sub-tasks of 
controlling a vehicle human 

level 3 
Conditionally 
automated 

System operates all tasks for 
controlling a vehicle except the 
emergency  

System and 
human 

Level 4 
Automated 
high level 

System operates all tasks for 
controlling a vehicle when the 
conditions are satisfied 

system 

Level 5 
Fully 
automated 

System operates all tasks in anytime system 

T able 2: Number of accidents in Japan in 2013 

Reason Number of accident 
Mistaking of steering 5,940 
Mistaking of pedals 6,402 
Mistaking of braking 20,117 
Others 9,346 

Study on State Transition Table Based on Context and Risk Degrees 
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Abstract -There are many researches for autonomous 
vehicles in Intelligent Transport System (ITS) fields in the 
world. These technologies are defined from driver support 
system to driverless systems. However, the lifetime of 
vehicles are very long. Therefore, there will be mixed 
environment of autonomous and non-autonomous vehicles 
which have to require the driver support system. In this 
paper, we introduce the state transition table based on 
contexts which are driver  status, vehicle status, other 
vehicles status, road status and etc. Then, we defined the 
risk degrees  by the experiment using driving simulator. 

Keywords: Context, vehicle, ITS, Risk degree, State 
Transition table. 

1 INTRODUCTION 

Recently, autonomous vehicle technologies are researched 
and developed widely. National Highway Traffic Safety 
Administration (NHSTA) defined the autonomous vehicle 
technology level as shown in Table 1 [1]. 

Current level of vehicles in the market is from level 0 to 
level 2.  The autonomous vehicle of level 3 is demonstrated 
by many manufacturers. In the near future, the autonomous 
vehicle of level4 and level5 will be developed and shipped. 
However, human operated vehicle will be driven more than 
20 years.  Therefore, many vehicles will be driven in the 
mixed environment of the autonomous vehicles and human 
operated vehicles. It means the further preventive safety 

technologies for the driver are required. 
There are many preventive safety technologies. Many of 

these technologies are event driven technologies. Most of 
these technologies are supported to avoid the accident or 
keep safety.  However, these support system are sometimes 
too much or too early, because the timing to support and 
level to support is different for each drivers. Therefore, we 
focus on the contexts which the driver, the vehicle, vehicles 
around the vehicle, roads, weather and etc. Suitable 
information or action which support to driver and reduce the 
accidents for each driver depends on the contexts. There are 
many accidents which reasons are shown in Table 2.These 
reason is depend on the many contexts. 

Moreover, distracted driving is the reason from other 
aspects. Therefore, we have to understand how dangerous of 
distracted driving, specially using smartphones.  

In this paper, we defined these contexts and discuss about 
driver’s contexts with risk degrees. Then we experiment 
how dangerous the distracted driving with driving simulator. 
Moreover, we discuss about the contexts from this result. 

2 WHAT IS CONTEXT 

We defined that the contexts are status of the driver, the 
vehicle who the driver operates, other vehicles around the 
vehicle, road surface, and weather.  Moreover, the status is 
changed by some events (e.g. sudden braking of front 
vehicle, traffic signal, called by hands-free phone and etc.) 

Knowledge of location is also context. Because, the 
driver’s distraction is depend on the knowledge of locations 
or roads. 

We think we can define the state transition table. The state 
is changed by many events. This table might be too large to 
translate for the program. However we can cover the all 
status for guarantee of safety in any situation. 

3 RELATED STUDIES 

There are many studies for estimating the human status. 
Sleepiness is one of the most important factors as a driver’s 
context. In many case, the camera located on dashboard, on 
review mirror or on the information devices records the 
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Figure:1  driving simulator 

status of eye [4]. Therefore, we can estimate easily to 
sleepiness. Moreover, the drivers fatigue can be estimated 
by Bayesian Network technologies [5].  

 The degree of driver’s vigilance is estimated by camera 
[6].  These technologies can estimate the driver’s status by 
camera which has to be installed on the vehicle. There are 
other studies for estimating the drive’s status by 
smartphones [7]. We think we can estimate the important 
status of driver by these technologies. 

The knowledge of location is constructed in the cognitive 
maps. This cognitive map depends on many landmarks [8]. 
This status can be estimated from logs in navigation devices.  

There are many studies for vehicle to vehicle or roadside 
equipment [9] which can get many kinds of information 
around the vehicle (e.g. other vehicles velocity, status of 
road surfaces, traffic accident information and etc.) 

There are no studies which gather many kinds of 
information and feedback to the driver to the dangerous 
information for safety. Therefore, in this paper, we defined 
status transition table which can be decided from many these 
technologies.  

4 PROPOSED METHOD 

4.1 State Transition of Context 

We have studied by gathering many kinds of information 
from many drivers by interviewing what events give them 
the impact of their driving. We have classified the answers 
to three types which are driver, the vehicle state and 
prediction. Then, we defined five context which we 
classified more detail of three types as follows: 
 Vehicles state 

Velocity, braking and etc. which can be gotten from 
vehicle network (on board diagnostic port) 

 Driver’s state 
Estimating from the data which can be gotten from 
sensors or camera on the vehicle. 

 Driver’s behavior 
Getting from the operational logs from camera or 
on-vehicles devices 

 State around the vehicle 
Getting from vehicle to vehicle (V2V) or vehicle to 
roadside equipment (V2R) communication 

 State of destination or on the route getting from V2V 
or V2R communication with multi-hopping 
technologies 

Driver’s sate can be refined to two types. One is location 
context where driver know well or not. Location context is 
related to look the road carefully or not. Another is driver’s 
mentalities which are fatigue, sleepiness, and etc. 

Table 3 shows a part of state transition table.  First, we 
collect many contexts and categorize them. Left side of table 
is wide categories.  Three columns of right side are example 
of events. In this table, these events are caused by human 
behavior.  The events defined in this table are only caused 
during driving. 

There are many other types of events which are watching 
navigation, operating smartphone, front vehicle’s braking, 
jumping out in front of the vehicle, car horn and etc. 

There are too many states and too many events.  
Therefore, we classified and categorized to degree the state 
transition.  

4.2 What is risk degree 

 We defined the risk degree corresponded for each state in 
Table 3. There are three kinds of risks which the driver has, 
other vehicles have and the driver gives other vehicles. We 
defined the degree five levels temporarily. After experiment 
or evaluation, we have to redefine these levels. Because, 
there are no bases of risk levels. 

5 EXPERIMENT 

We experimented to evaluate for definition of risk levels 
by driving simulator. 

5.1 Environment of experiment 

The driving simulator which used is simple type of 
simulator as shown in Figure 1. The events are raised by 
scenario which can be edited to many types of events. We 
prepared two types of scenario. One is sudden braking 
scenario which cause the rear-end accidents. Another 
scenario is the entanglement accident for bikes. Each 
operation and events are logged by 10ms intervals. 

5.2  Scenarios 

We prepared three scenarios for the two types of scenario. 
Moreover, we prepared the scenario for preliminary 
experiment.  These are as follows: 

(1) Preliminary scenario 
After 4 minutes driving,  go to the mountain road and 
bikes move suddenly 

(2) Sudden braking scenario 
 Route1:After driving 300 m, front vehicles suddenly 

brakes. 
 Route2: front vehicles suddenly brakes on the 

straight road 
 Route3: after waiting the traffic signal and start,front 

vehicles suddenly brakes. 
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Table 3: Example of state transition table 

      events  
status              

Press the 
Acceleration 

pedal 

Release 
acceleration 

pedal 

Brinker for right 
turn 

Status of 
vehicle 

Status in 
motion 

Going 
ahead 

High speed 

Go straight 
Decreasing 
speed, go 
straight 

Decreasing speed, 
turn right, brinker 

Turn right Decreasing 
speed, turn right 

Decreasing speed, 
turn right, brinker 

Turn left Decreasing 
speed, turn left 

Decreasing speed, 
turn right, brinker 

normal speed 

Go straight High speed,go 
straight 

Decreasing 
speed, go 
straight 

Decreasing speed, 
turn right, brinker 

Turn right 
High 

speed,turn 
right 

Decreasing 
speed, turn right 

Decreasing speed, 
turn right, brinker 

Turn left High 
speed,turn left 

Decreasing 
speed, turn left 

Decreasing speed, 
turn right, brinker 

Low speed 

Go straight 
Normal 
speed,go 
straight 

Decreasing 
speed, go 
straight 

Decreasing speed, 
turn right, brinker 

Turn right Normal speed, 
turn right 

Decreasing 
speed, turn right 

Decreasing speed, 
turn right, brinker 

Turn left Normal speed, 
turn left 

Decreasing 
speed, turn left 

Decreasing speed, 
turn right, brinker 

Slow speed 

Go straight Slow speed,go 
straight 

Slow speed, go 
straight 

Slow speed, turn 
right, brinker 

Turn right Slow speed, 
turn right 

Slow speed, turn 
right 

Slow speed, turn 
right, brinker 

Turn left Slow speed, 
turn left 

Slow speed, turn 
left 

Decreasing speed, 
turn right, brinker 

Decreasing 
speed Go straight Normal speed, 

go straight 

Decreasing 
speed, go 
straight 

Decreasing speed, 
turn right, brinker 

5.3 Experiments 

We experimented for Six men and two women. 4 
men drive frequently and one of them has a driver’s license 
but no experience.  After training of operation for driving 
simulator, we experimented. We gathered various 
information as follows: 
 Simulation time
 Velocity of the vehicle
 Steering angle
 Acceleration
 Braking
 Location
 Distance of stop after braking

6 EVALUATION AND DISCUSSION 

6.1 How to evaluate 

We evaluate by comparing two experiments. one is the 
data of driving normally. Another is the data of driving with 
operating the smartphone.  We focus the data of the distance 
of stop after braking.  If the decision of the braking is 
delayed, there is sudden braking. The distance of stop after 
sudden braking is shorter than normal braking. 

Figure 2 shows the response time of three routes in 
sudden braking scenario. Table 3 shows the distance from 
the front vehicle and the distance for stopping after the 
sudden braking. These data is average data of all subjects. 
Figure 3 shows the deference of the driver who is beginner 
or not.  
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ルート１ ルート２ ルート３
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Figure 2.  Response time of sudden braking  
 
Table 3 distance of stopping and distance from front vehcile 
 Route1 

Normal With smartphone 
Distance for 
stopping [m] 42.2 61.23 

Distance from 
front vehicle 15.71 35.92 

 
 Route2 

Normal With smartphone 
Distance for 
stopping [m] 28.05 33.65 

Distance from 
front  vehicle 1.89 7.33 

 
 Route3 

Normal With smartphone 
Distance for 
stopping [m] 29.05 43.62 

Distance from 
front of vehicle 9.55 22.87 

 

ルート１ ルート２ ルート３

通常運転(一般運転者) 1.21 1.46 1.38

ながら運転(一般運転者 3.41 1.04 1.39

通常運転(熟練運転者) 3.11 1.42 1.49

ながら運転(熟練運転者) 4.98 2.63 4.16
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6.2 Discussion 

We should evaluate the dangerous degree. Therefore, we 
have to define the dangerous degree.  Dangerous degree 
should be the percentage of accidents in the situation. In 
many cases, the percentage is very small. If the all vehicle 
keep the rule of traffic, there are a few accidents. Moreover, 
accidents are raised by which both vehicles do not keep the 
rule. 

Then we define the dangerous degree with the percentage 
of the accidents of the area and driver’s status which we try 
to define by this experiment.  

7 CONCLUSION 

We introduce the driver’s contexts and we experiment the 
dangerous degree is depend on the contexts. However, we 
should experiment many cases and we get the true degree of 
dangerous.  So, we are planning to evaluate it by sensors 
which measured the blood flow in the head of each part.  
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Abstract - Data acquisition and analysis systems using 
plural sensors are gaining popularity owing to the diversity, 
ongoing miniaturization, and inexpensiveness of sensors. 
These systems use two or more sensors to acquire sensor 
data. It is therefore important to synchronize different sensor 
data to analyze. In this paper, we propose a method for 
synchronizing video data and acceleration data from a 
moving car. We evaluate the performance of our method by 
using video data and acceleration data acquired using a 
smartphone and by extracting the intervals when a car turns 
right or left as synchronization points. The error found is 
1.12 frames using this approach. We intend to expand and 
further optimize our methodology by extracting data from 
different scenarios. 
Keywords: multimodal, data synchronization, motion 
estimation of a vehicle 

1 INTRODUCTION 

Data acquisition and analysis systems using plural sensors 
is gaining popularity owing to the diversity, ongoing 
miniaturization, and inexpensiveness of sensors. 
Autonomous driving is one of the applications using this 
approach. In an autonomous driving car, different sensors 
are used [1][2]. Even within common household vehicles, 
some utilize dashboard cameras with a GPS receiver. 
Vehicles that do not possess any sensors are therefore rare. 
However, sensors used are not commonly connected into 
one system. In this situation, multiple systems are therefore 
used for acquiring data.  

Synchronization between the acquisition times of different 
sensor data is very important for analyzing the relationship 
between the data to find correlation values. If sensors are not 
set in one systems, a synchronization method is needed for 
analyzing the relationship between the data. In general, a car 
does not have such a synchronization method for a user, so 
an extra system must be added.  

A typical correction method is to synchronize system times, 
but as each system clock is different, system times become 
incorrect after multiple synchronizations over a long period 
of time. Furthermore, an extra cost for using external time 
for synchronization is added, for example, a cost for GPS 
receivers for using GPS time.  

In this paper, we propose a method for synchronizing 
sensor data by extracting the data ranges of different car 
motions through analysis of the characteristics of sensor 
data while not recording time. In [3], a method used a 
correlation value between sensor data without consideration 

of time, as described below; however, our target is not 
suitable for employing that method. 

2 DETERMINING SYNCHRONIZAION 
POINTS USING IMAGE FEATURES AND 
CHARACTERISTICS OF ACCELERATION 
DATA 

2.1 Our Target 

In this paper, we aim to synchronize camera video and 
acceleration data, both which are recorded by sensors on a 
car. Each sensor is connected to different systems. We will 
then perform synchronization after all data are acquired (Fig. 
1). Each system’s time is approximately similar, and the 
difference in time between the systems is not known. 

In this situation, the difference in time when sensor data 
were acquired cannot be obtained. In addition, each system 
clock is different; thus the differences in time between 
camera and acceleration data are not always constant. 
Therefore, if the synchronization is performed at one data 
point, it does not necessarily mean that all data points can be 
synchronized in a similar way.  

Camera data and acceleration data have different 
characteristics, therefore same reference points related to 
both characteristics of the two data types are important for 
synchronization. Therefore, we propose a synchronization 
method via the detection of car motion behavior using 
sensor data and by matching the behavior ranges of these 
data. 

2.2 Target Car Motion Events  

As described previously, our method uses plural 
synchronization points. Thus, car motion events that 

Figure 1: Our target 
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determine the synchronization points must be easy to detect 
and appear frequently while driving. In this paper, we wish 
detect events wherein a car is turning right or turning left. 
We will then determine the points at the beginning or end of 
the events as synchronization points. 

2.3 Detecting “Turning Right” and “Turning 
Left” Events Using Image Features 

We used the optical flows of image features for detecting 
the behaviors of the car as “turning right” or “turning left” 
(“turning right/left”) from camera images because the 
optical flows of image features that are on stationary objects 
show vectors that are opposite to the vector of a moving car. 
We can calculate the tendencies of the vectors from the 
optical flows of image features using whole frames. These 
image features are not solely on stationary objects; however, 
there are not many objects that move around the car, so the 
tendencies of the vectors that can be regarded as a vector are 
the same as those of a vector that shows the movement of 
the car. When a car is turning right/left, the optical flows 
from the image features on stationary objects are opposite to 
the direction in which the car is moving. If a camera is 
recording in front of a car and when a car is turning right, 
optical flows turn left. However, when a car is turning left, 
optical flows turn right. Meanwhile, the vertical direction of 
the optical flow varies with the position of each image 
feature within the camera image. As described in Fig. 2 as 
an example of “turning left,” each vertical direction of the 
optical flow varies from each other. 

 

2.4 Detecting “Turning Right” or “turning 
Left” Using Acceleration Data 

In this paper, we hypothesize that we can acquire 
acceleration data in the crosswise direction. When a car 
turns right/left, a driver operates the steering wheel to move 
in the crosswise direction. Thus, this operation is equal to 
accelerating the car in the crosswise direction, so the start of 
this operation causes a significant change in acceleration. 
This means that this operation can be detected using the 
difference in acceleration. We then used the difference in 
acceleration to detect the start or the end of the operation by 
detecting a peak or an inflection of the acceleration.  

2.5 Detecting synchronization points 

Following the ideas for detecting the “turning right/left” 
events from camera images or acceleration data, we propose 

a method to synchronize camera images and acceleration 
data.  

2.5.1 Overview 
Our method comprises two functions. The first is a 

function that detects ranges of the frame that indicates the 
car is turning right/left. The other is a function that 
calculates the difference between the ranges and the range of 
acceleration data by searching points that match the desired 
data. To reduce the search range, as described in section 2.1, 
the times of the systems are approximately similar and the 
difference in time is not known; however, the start of the 
searching point can be determined (the point that matches 
the point of the other sensor if the difference is zero). 

2.5.2 Detecting the range of frames 
As described in section 2.3, in camera videos, a “turning 

right/left” event has characteristics such that the optical 
flows tend to turn left/right. As such, we use these 
characteristics for detecting the ranges of the frames. We 
detect the ranges based on the functions as follows (Fig. 3):  

 

1) Obtain the optical flows of the image features between 
successive frames  

2) Calculate the tendency of the vectors of the optical 
flows by classifing the vectors into 16 bins based on 
the direction of the vector, and select the bin that 
includes the majority of the vectors 

3) Calculate the range by counting the frames in which 
the bin of the start frame is the left binor the right bin. 
If the bin is near (within 2 bins) the former frame in a 
continuous fashion  

2.5.3 Correcting separated situations 

In [4], we discussed how an incorrect detection of a turning 
right/left event that was divided for more than one situation. 
This was caused by another action occurring simultaneously 
when a car is turning right/left, e.g., riding on a curb and 
heavy braking. If the number of frames between two of the 
“turning right/left” events is very small (a few frames) and if 
these situations are the same (i.e., these situations are 
“turning right” and “turning right” and vice versa), these 
situations should be regarded as one situation (Fig. 4). 

Figure 2: Optical flows of a “turning left” event 

Figure 3: Flow of matching time between 
acceleration data and movie data 
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2.5.4 Matching the range of frames into ranges 
of the acceleration data 

After calculating the range of the frames, as described 
above, the matching points between the start/end frame of 
the desired range and the acceleration data are calculated. 
As described in section 2.4, a peak or an inflection point of 
the acceleration data is searched. A peak or an inflection 
point of the acceleration data closest to the start point is 
regarded as the corresponding point of the start/end frame. 

After calculating the corresponding point of the start frame 
(point C1) in the acceleration data (point A1) and the 
corresponding point of the end frame (point C2) in the same 
data (point A2), A1 and A2 are corrected to have the same 
range of time between the range from C1 to C2 and the range 
from A1 to A2. In detail, point A1 is moving to A1′ and point 
A2 is moving to A2′. Therefore, “(time of A2′) − (time of A1′) 
= (time of C2) – (time of C1)” and “(time of A1) − (time of 
A1′) = −[(time of A2) − (time of A2′)].” This means that A1′ 
and A2′ are calculated as follows: 

Δtc = (time of C2) − (time of C1) 
Δta = (time of A2) − (time of A1) 

diff = (Δtc − Δta)/2 
time of A1′ = (time of A1) − diff 
time of A2′ = (time of A2) + diff 

Hence, (time of C1) − (time of A1′), i.e., D1, means the 
difference in time between the camera video and the 
acceleration data at the start frame of the range and (time of 
C2) − (time of A2′), i.e., (D2), means the difference in time 
between the camera video and the acceleration data at the 
end frame of the range. D1 and D2 are not always identical. 
Therefore, the difference value ΔE at time E (E is the time 
between A1′ and A2′) is calculated as follows:  

ΔE =
𝐷𝐷1∗��𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝐴𝐴2′ �−(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝐸𝐸)�+𝐷𝐷2∗((𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝐸𝐸)−�𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝐴𝐴1′ �)

�𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝐴𝐴2′ �−(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝐴𝐴1′ )
.

2.5.5 Synchronizing the range other than 
“turning right/left” 

For synchronizing the point (point X) in the range other 
than a “turning right/left” event, the difference (Δd1) 
between the point X and point X1, that point is the end 
frame of the range of the “turning right/left” that occurs 

immediately before the point X, and the difference (Δd2) 
between the point X and point X2, that point is the start 
frame of the range of the “turning right/left” event that 
occurs immediately after than the correcting point X, are 
used. The time difference ΔX at point X is calculated as 
follows: 
ΔX = 𝛥𝛥𝑑𝑑2∗�(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝑋𝑋)−(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝑋𝑋1)�+𝛥𝛥𝑑𝑑1∗((𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑜𝑜𝑜𝑜 𝑋𝑋2)−(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝑋𝑋))

(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝑋𝑋2)−(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜 𝑋𝑋1)
. 

3 FUNDAMENTAL EVALUATION OF 
OUR METHOD 

We evaluated the fundamental accuracy of our method. 
The data and our evaluation method is described as follows. 

3.1 Data for Evaluation 

We used the camera video and the acceleration data 
acquired by a smartphone in a car. The camera recorded the 
front view of the car. The acceleration sensor recorded the 
accelerations in three dimensions: the direction in which the 
car moves, the crosswise direction of the car, and the 
vertical direction of the car. 

For evaluation, the recorded time was also acquired for 
these data (camera frames and acceleration data). The 
difference after employing our method for these data is 
equal to the accuracy of our method. 

3.2 Data Preprocessing 

To reduce noise in the acceleration data, a smoothing 
process was employed. In addition, an interpolation process 
was used to adjust the sampling rate of the acceleration data 
to the interval between the frames of the camera video (30 
fps). 

3.3 Range of Searching the Matching Point 

As described in section 2.5.4, a peak or inflection point in 
the acceleration point is searched from the start. During 
evaluation, the range of search was defined for 30 samples 
(equal to 1 s). 

3.4 Evaluation Target Range 

Using the method that is described in sections 2.5.2 and 
2.5.3, we obtained the ranges from the camera image. The 
ranges included the “turning right/left” events, but some 
events that were not regarded as the target event were 
included. The desired target events were also not included. 
For example, the event was a car avoiding an electric pole. 
In this situation, the car was moving in the right/left 
direction opposite to the pole after passing through the pole. 

Events that were not the desired targets were manually 
removed, and 20 events were used for evaluation.  

3.5 Evaluation Results 

We evaluated the 20 situations, as described above, by 
calculating the difference values between the start time 
camera frames and the synchronized time of the acceleration 

Figure 4: An example of separating one situation 
“turning right” into two situations 
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data during “turning right/left” events (after employing our 
method).  

The evaluation results are summarized in Table 1. In Table 
1, a unit of error value is “frame” (1/30 s). The average of 
error value is 1.12 frames, and the standard deviation is 0.81 
frames. 

Table 1 Evaluation results 

No. Difference of frames 
Absolute value of 

difference 
1 1 1 
2 −1 1 
3 1 1 
4 −1 1 
5 0 0 
6 −0.5 0.5 
7 0.5 0.5 
8 −0.5 0.5 
9 −0.5 0.5 

10 2 2 
11 1 1 
12 −1.5 1.5 
13 2 2 
14 1 1 
15 −2 2 
16 −0.5 0.5 
17 −0.5 0.5 
18 0 0 
19 −1 1 
20 0 0 

3.6 Discussion 

In the 20 situations described above, the average of the 
error frames is short, so it can be concluded that our 
methodology accounts for the data adequately. However, we 
have to consider some issues: 

1) Handling the difference between Δta and Δtc 
In our method, the difference between Δta and Δtc 
is divided equally and employed for A1 and A2.This 
is not always true as the difference between A1′ and 
A1 is not always the same as that between A2′ and A2. 
We can potentially resolve this issue by matching the 
correlation value. 

2) Problems associated with insufficient number of 
image features 
Some frames do not possess multiple image features. 
For example, the acquisition time is at night, and 
therefore, the frame has dark features. A frame is also 
occupied by the sky or the ground with no lines, signs, 
and other objects. 

3) Tradeoff between accuracy of our method and frame 
rate 
We calculated optical flows between successive 
frames (interval time between those frames is 
0.33sec). The interval time is one of key parameters 

that determine accuracy of our method, but we think 
the interval time and accuracy is not necessarily in 
proportion, because if the interval time is large, 
optical flows are mainly determined from the 
behavior of car, so some noise, for example, very 
small motion of car or other objects, are less 
influenced for optical flows. So, it is important to 
determine appropriate interval time. 

4) Expanding our method for other situations 
Our method uses all the optical flows in the frame to 
calculate the tendency of their direction. The “turning 
right/left” event is an appropriate situation to be 
detected using the method described above. However, 
our method is not suitable for some situations, e.g., 
“moving straight.” In this situation, all the optical 
flows do not tend to turn in the same direction. The 
direction is determined according to the point of the 
image feature within the frame. 
To expand our methodology, we can split a frame 
into subframes and calculate the tendencies within 
the subframes, followed by detection of the range 
based on the characteristics of the tendencies. 

4 CONCLUSION 

In this paper, we propose a method to synchronize a 
camera video and acceleration data onboard a moving car 
that are acquired from different systems. In our method, we 
calculated the synchronization points by determining a 
“turning right/left” event from the camera image and the 
acceleration data. From the camera image, we use the 
tendency of optical flows of the camera frame to detect the 
range of the event by detecting the specific tendency 
continuously. From the acceleration data, we detected the 
situation by identifying the peak or inflection point of the 
acceleration. 

We evaluated the fundamental performance of our method 
using the camera image and the acceleration data acquired 
from a smartphone in a car, and the average of error frame 
was 1.12 frames. However, we have some issues to be 
resolved. 
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Abstract - The total road length in Japan is increasing 
year by year. On the contrary, the budget for road 
maintenance is decreasing in recent years. Efficient road 
maintenance and management are required to maintain roads 
with less financial resources. Due to the direct influence by 
vehicles, road markings are extremely degraded. Currently, 
the authorities concerned conduct visual examination or 
investigation by dedicated vehicles to assess the degradation 
level of road markings. However, such methods are 
expensive and inefficient. Accordingly, it is essential to 
estimate the degradation level of road markings at low cost 
and efficiently. Existing studies estimate the degradation 
level of road markings from the road surface image captured 
by the in-vehicle camera. However, these methods have 
high installation cost because the cameras used in these 
studies are not common.  
Therefore, this paper proposes a method to estimate the 

degradation level of road markings using a driving recorder 
or a smartphone as an in-vehicle camera. Also, this study 
adopts participatory sensing to collect road surface images 
efficiently and widely. The proposed system scans the 
captured image, and extracts the part including a road 
marking based on the painted ratio. The method estimates 
the degradation level of the extracted marking by comparing 
the template image without degradation. We conducted the 
experiments in order to examine the basic performance of 
the proposed method, and the experimental results suggested 
the potential and availability of the proposed method. 

Keywords: Road surface marking, degradation level, in-
vehicle camera, participatory sensing, Intelligent Transport 
Systems. 

1 INTRODUCTION 

Roads in Japan continue to grow year by year, and the 
total length of these roads exceeds 1,270,000 km as of April 
1st, 2016. On the other hand, the road project cost is a peak 
around 1998 and has been decreasing in recent years. It is 
requested to maintain and manage more efficient roads in 
order to maintain and manage many roads with limited 
financial resources.  

Roads have various kinds of markers such as road surface 
makings and road signs, and various kinds of structure such 
as bridges and tunnels. There are short-term deterioration 
such as the paint peeling of markers on roads, and long-term 
deterioration such as the collapse of the tunnel and the rust 
of the bridge. Especially, road markings are directly affected 
by the tires running vehicles, and the deterioration is intense 

due to the road damage in a short period. Also, in the snowy 
region, road markings remarkably peels in winter due to 
traveling using the tires chains such as buses and trucks and 
the repeated snow removal work by the dedicated vehicles.  

Currently, road management operator visually inspects 
such damage and peeling of road markings or inspects them 
by using the dedicated vehicle. However, such inspection 
has high cost and inefficient in information collection from 
the view point of road maintenance. From the view point of 
drivers who use road, it is necessary to grasp road markings 
or road signs in order to operate their vehicle safety and 
comfortably. Information such as the position of the stop 
line and the traffic classification by travelling direction is 
important on unfamiliar roads. However, it is difficult to 
confirm the road marking when the road marking is peeled 
off. 

In this study, we adopt participatory sensing [1] as an 
approach for collecting the degradation level of road surface 
markings effectively, and share the information about road 
markings provided lots of drivers. In this paper, we propose 
a method to estimate the degradation level of road surface 
markings as an indicator of how degree the road marking 
deteriorates, by using the shot images from an in-vehicle 
camera. We assume that many drivers can use the proposed 
method by using a driving recorder or a smartphone which 
becomes popular as an in-vehicle camera.  

2 RELATED WORK 

As researches using in-vehicle cameras, the related works 
for recognizing road markings [2, 3] and for estimating the 
degradation level of road markings [4, 5, 6]. 

The works [2, 3] recognize road markings by transforming 
the shot image to the bird’s eye view. When shooting the 
image including multiple road surfaces by using the in-
vehicle camera, the size of the road marking is different 
depending on the distance from the shooting vehicle to the 
targeted road sign. By this transformation, the size of the 
road markings in the image becomes constant irrespective of 
the distance from the shooting vehicle. Consequently, it is 
easy to apply various kinds of image processing for 
recognizing road markings. We think we can apply this 
transformation [2, 3] into our study. 

The works [4, 5, 6] estimate the degradation level of road 
markings with simple shape. These works use specific 
camera such as a single lens reflex camera or a spherical 
camera. The work [4] shoots the image ahead of the vehicle, 
and estimates the degradation level of line for road partition 
by adapting the template matching mechanism to the shot 
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image. The line for road partition indicates center line in 
road and roadway outside line. The work [5] installs a 4K 
camera on the passenger side of the front bumper of the 
vehicle, and estimates the degradation level of road 
markings. The work [6] installs a spherical camera at the 
bottom of the vehicle. These works need to estimate 
complete state of the targeted road marking from the shot 
image in order to calculate the degradation level of the road 
marking. It is easy to estimate only road markings with 
simple shape such as road partitioned line. However, it is 
difficult to apply the estimation of the degradation level of 
various kinds of road markings that this study will tackle. 
Also, the installation cost is high because it is necessary to 
install the camera device not to fall on roads while vehicle 
traveling. 

3 PROPOSED METHOD 

3.1 Research purpose 

The purpose of this study is to estimate the degradation 
level of road markings by using the images from in-vehicle 
camera. We use driving recorders and smartphones as in-
vehicle cameras because these devices are becoming popular.  
We tackle the estimation of the degradation level of various 
kinds of road markings: line for lane partition, speed 
limitation, lane classification by traveling direction and 
approach of pedestrian crossing. In this paper, we focus on 
lane classification by traveling direction that is composed of 
several arrows such as straight, right and left. 

3.2 Problems and approaches 

In order to archive our purpose described in the previous 
section, we need to solve the following problems: 
 
Problem I: Reduction of the installation cost of devices. 
Problem II: Recognition of road signs 
Problem III: Identification of road signs 
Problem IV: Calculation of the degradation level of road 

signs 
 
As an approach for solving the Problem I, we use a driving 

recorder and a smartphone with the high penetration rate as 
an in-vehicle camera. We need to collect the image 
including the targeted road signs in wide area. If we use lots 
of vehicles with in-vehicle cameras, we can collect the 
image about roads in wide-area effectively. Recently, 
general drivers often have smartphones and are setting 
driving recorders in their vehicles. Specific cameras used in 
the reference [6, 8] are not easy to set the vehicle because 
these cameras are not designed for in-vehicle use. By 
adopting smartphones and driving recorders as in-vehicles 
cameras, lots of general drivers will participate with data 
collection. Accordingly, the introduction of commercially 
available smartphones and driving recorders reduce the 
installation cost for the devices for collecting the images 
with road markings. Participatory sensing is a powerful 
approach for collecting the road images in city scale 

effectively rather than using the dedicated vehicle for road 
maintenance. 
 
For solving the Problem II, we focus on the rate of white 

pixels in the extracted road area. We need to recognize 
where the target road signs are on road, and extract the road 
area for the next image processing: identification of road 
markings. Therefore, we slide the particular window along 
the road, and calculate the rate for each window. If the 
window includes many white pixels (the rate is high), there 
is high probability that the window contain a road marking. 
 
For solving the Problem III, we use SIFT (Scale-Invariant 

Feature Transform) feature quantities and BoVW (Bag of 
Visual Words) model for identifying road markings. As the 
image processing after recognizing road markings, we need 
identify which road markings the extracted markings are. 
SIFT is one of representative feature quantities for similarity 
measurement among images, and can classify the target 
images with high accuracy even if there are the difference in 
size and angle between the targeted image and template 
images. We express each road marking as distribution 
representation based on the calculated SIFT feature 
quantities.  The representation is a BoVW model that 
consists of vectors (visual words). The BoVW model is 
adaptation of BoW (Bag of Words) for image domain. We 
can express a sentence as vectors in the BoW model. In the 
same way, we can express an image as vectors in the BoVW 
model. 
 
As an approach for solving the Problem IV, we compare 

the rate of the painted occupancy for each road markings. 
The related works [7, 8] can estimate the degradation level 
of only simple road segmented line due to the characteristics 
of the processing algorithm. In this study, we tackle on 
estimation of the degradation level of various kinds of road 
markings, and cannot adopt the previous methods [7, 8] for 
our targets. Therefore, we prepare the template for each road 
marking without damage (namely, whole painted), and 
estimate the degradation level of the targeted road sign by 
comparing the extracted road marking in the camera image 
with the template. 

3.3 The details of the proposed method 

3.3.1 An overview of the proposed system 

The proposed system consists of the part for acquiring 
camera images and the part for estimating the degradation 
level of road markings. The first part dedicates to shoot 
images about road markings by using a driving recorder and 
a smartphone set on dash-board in each vehicle. The second 
part estimates the degradation level of road markings by 
recognition and identification of the targeted road markings 
for the shot image. The image processing part consists of the 
following procedure: 
 
(1) Pre-processing before recognizing road markings 
(2) Recognition and identification of road markings 
(3) Estimation of the degradation level of road markings 
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If lots of drivers use the proposed system, we can estimate 
the degradation level of road markings on many roads in 
wide-area. The estimated results are recorded in a database 
incorporating with location information. Consequently, we 
can grasp the degradation level of road markings on a map, 
and will be also useful for road maintenance.  

3.3.2 Pre-processing before recognizing road 
markings 

There are two kinds of pre-processing before recognizing 
road markings. One is image binarization and another is 
bird’s eye view transformation. By image binarization, we 
can expect to extract the area including road markings from 
the in-vehicle camera image because most of road markings 
are painted with white color. Figure 2 shows the result of the 
binarization of an example image shown in Figure 1. 
We transform the binarized image to bird’s eye view. The 

bird’s eye view transformation is to transform like an image 
taken from directly above by expanding the pixels far from 
the shooting vehicle. If the original image includes multiple 
road markings with different distance from the shooting 
vehicle, the size of the markings will be different and the 
shape will be distorted. By using the bird’s eye 
transformation, the size of road markings in the shot image 
can keep the same. Also, it is easy to recognize road 
markings because the transformation adjusts the distortion in 
the position and angle of the in-vehicle camera. Figure 3 
shows the result of the bird’s eye view transformation for 
the image shown in Figure 2. 

3.3.3 Recognition and identification of road 
markings 

Our method recognizes road markings while performing 
the sliding window processing over the image transformed 
to bird’s eye view. Concretely, we extract the area that is 
highly possible that it contains a road marking.  
We extract the partial image from the transformed view by 

using the sliding window, and search the position having the 
maximum number of white pixels while sliding the window. 
The position having the maximum number of white pixels is 
the position where it is high possibility to exist road 
markings.  
Next, we calculate SIFT feature quantities from the 

extracted area including a road marking, generates BoVW 
vectors and identify road markings based on the similarity 
among the BoVW representations. 

3.3.4 Estimation of the degradation level of 
road markings 

We compare the ratio of the painted occupancy in order to 
estimate the degradation level of road markings. The ratio of 
the painted occupancy is an index indicating how degree 
painting of the road surface marking occupies the targeted 
area. 
First, we prepare the template image for all targeted road 

markings, and calculate the ratio of the painted occupancy 
ptmp for the template image in advance. The template image 
is the image including complete road marking without 
degradation. Next, it calculates the total number of pixels 
pxall  in the area where the road marking exists, and the white 
pixel number pxwhite of the road marking. We calculate the 
absolute ratio of the painted occupancy by using the total 
number of pixels pxall  and the number of white pixels pxwhite. 
Finally, we calculate the relative ratio of the painted 
occupancy prel by comparing the absolute ratio of the 
painted occupancy pabs with the ratio of the painted 
occupancy for the template image ptmp. In this study, we 
regard the relative ratio prel as the estimation results of the 
degradation level of the road marking. 

4 EXPERIMENTAL RESULTS 

4.1 The experiment about identification of 
road markings 

In this section, we show the result of the experiment of 
identification of road markings. In this paper, we focus on 
traffic classification by traveling direction as the 

Figure 1: An example of images from in-vehicle 
camera 

Figure 3: The result of bird’s eye view 
transformation (This image is the transformation 

result from the image of Figure 2) 

Figure 2: The result of binarization for the image 
of Figure 1 
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representative road markings.  As shown in Figure 4, there 
are 5 types of arrows indicating the traffic classification. 
The indication for left turn is Arrow L (Figure 4 (a)), the 
indication for straight and left turn is Arrow SL (Figure 
4(b)), the indication for straight and right turn is Arrow SR 
(Figure 4(c)), the indication for right turn is Arrow R 
(Figure 4(d)) and the indication for straight is Arrow S 
(Figure 4(e)). 
 

    
(a) 

Arrow 
L 

(b) 
Arrow 

SL 

(c) 
Arrow 

SR 

(d) 
Arrow 

R 

(e) 
Arrow

S 

The SIFT feature quantities for each image were calculated 
and these images were classified. Table 1 shows the 
classification result. We used the leave-one-out method as 
cross validation. 
 

Table 1: The result of classification of arrows 
 

label 
The Estimated value 

RecallL SL SR R S 
L 10 1 2 7 0 0.500

SL 0 15 15 0 0 0.500
SR 0 14 18 3 0 0.514
R 3 1 12 7 7 0.233
S 0 0 0 1 29 0.967

Precision 0.769 0.484 0.383 0.389 0.806  
 
The F-measure is 0.541. The estimation result is not good 

except the Arrow S. There are many mis-estimation between 
the Arrow SL and SR. 
 

4.2 The experiment about estimation of the 
degradation level of road markings 

In this section, we show the result of the experiment about 
estimation of the degradation level of road markings. We 
prepare road markings (Arrow R) with different degradation 
level as shown in Figure 5. Figure 5(a) shows the arrow with 
slightly degradation, Figure 5(b) shows the arrow with 

largely degradation and Figure 5(c) shows the arrow with 
intensely degradation.  
 

 
(a) 

Slightly 
degradation

(b) 
Largely 

degradation 

(c) 
Intensely 

degradation

 
 In this experiment, we use Figure (a) as the template image, 
and calculated the degradation level of the targeted road 
marking (Arrow R) described in Section 3.3.3. Table 2 
shows the estimation result for the images (b) and (c) in 
Figure 5. This result suggests the proposed method can 
adequately estimate the degradation level for road markings. 
 

Table 2: The result of estimation of the degradation level 
 

Image type (a) (b) (c) 
Absolute ratio of  
the painted occupancy 

5.85 4.15 2.41

Relative ratio of 
the painted occupancy 

(100) 70.9 41.2

The degradation level 
of the road marking 

(0) 29.1 58.8

(unit: percentage)     
 

5 CONCLUSION AND FUTURE WORKS 

This paper proposed a method for estimating the 
degradation level of road surface markings by using the 
images from in-vehicle cameras. Our methods transform the 
image to the bird’s eye view, and extract the area including 
the targeted road markings by sliding window processing. 
The degradation level of road markings is calculated on 
based on the ratio of the painted occupancy. We conducted 
the preliminary experiment by using representative (but 
simple) road markings and discuss the potential of the 
proposed method.  
In the future works, we should collect many images 

including road markings and estimate other kinds of road 
markings. The effective extraction method for collecting the 
targeted road markings is required. Currently, we calculate 
the degradation level of road markings based on the ratio of 
white pixel. In the real environment, there are several road 
markings with colors except white (for example, orange). 
We need extend the proposed method to apply such road 
markings. 

Figure 4: Examples of road markings (arrows for 
traffic classification) that we used in the 

i

Figure 5: Examples of road markings with 
different degree in degradation 
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Abstract – 
At present time, information management systems that can 

survey and monitor an office, movement of people in an office, 
situation of utilization of facilities and so on in real time have been 
developed by companies and others using the wireless sensor 
network and IoT (Internet of Things) technology.  

The reason is because information systems aimed at finding 
waste (electricity usage, unnecessary equipment, work etc.) and 
improving work environments are being promoted by companies 
and others. Therefore, in this study, we propose a system that adds 
a function that can grasp detailed usage of various applications 
software used within PC work time to the PC management system 
we developed in the past［1］. We evaluated the effectiveness of our 
proposed system by comparison with a piece of commercial 
application analysis software. 

Keywords: Personal Computer Management System, Smart 
Tap , Mat Sensor, IoT Technology 

1 INTRODUCTION 

At present time, information management systems that can 
survey and monitor an office, movement of people in an office, 
state of utilization of facilities and so on in real time have been 
developed by companies and others using the wireless sensor 
network and IoT (Internet of Things) technology.  

The reason is because information systems aimed at finding 
waste (electricity usage, unnecessary equipment, work etc.) and 
improving work environments are being promoted by companies 
and others. 

Our research is to realize an information system that enables us 
to grasp the operation status of PC facilities in offices and find 
waste of unused software by accurately monitoring the work 
situation of PC workers inside offices etc. In our past research [1], 
we developed a system in which a smart tap and a mat sensor node 
were installed per PC user, and these two pieces of sensor 
information were acquired by wireless communication. 

 We showed that we can accurately calculate the four conditions 
of PC work time, work time other than PC, wasted electric use time 
(time when PC is running with no user present), and absence time. 

However, in the system we proposed in the past [1], we could 
not grasp the operating time and frequency of use of each 

application software used within PC work time. Therefore, unused 
applications software which have been installed on the PC but are 
unused cannot be found. In addition, there remains a problem that 
it is impossible to accurately grasp the usage situation of PC 
facilities including software. 

Currently, there are many dedicated software products that 
monitor and analyze the operation status of PC applications 
software, but since those products acquire and manage information 
retrieved from the log information managed by the OS, they are 
occasionally prevented from logging due to a communication 
interrupt or the like. Another problem is that the period of time 
where the computer is in the ON state with no user present is 
incorrectly counted as the PC work time. Therefore, with those 
commercially available application analysis software products, it is 
impossible to accurately grasp detailed usage of the applications 
during the PC working time while accurately managing the work 
state of the PC user. 

Therefore, in this research, we propose a system that adds a 
function that can grasp detailed usage of various applications 
software used within PC work time to the PC management system 
we developed in the past. We also evaluated the effectiveness of 
our proposed system by comparing it with a commercially 
available application analysis software product (Manic Time). 

This paper is organized as follows. Chapter 2 describes related 
technologies. Chapter 3 gives an overview of the proposed system, 
and Chapter 4 details the prototype development. In Chapter 5, we 
will describe the evaluation results of the prototype. In Chapter 6, 
this research is summarized. 

2 RELATED WORKS 

Examples of the conventional techniques for checking the 
presence and attendance of users in a PC practice room include an 
attendance system which checks the entry and leaving times by IC 
cards, and an attendance management system which determines 
attendance of users in a lecture based on a database which holds 
PC use histories [2] [3] [4] [5]. 

There are also studies on automated systems for checking the 
entry and leaving times in a room, such as a system which employs 
the iBeacon technology[6], a hands-free system for checking the 
entry, presence and leaving of users[7], and an attendance checking 
system which uses a camera [8] [9] [10] [11]. 
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These management systems can manage the total number of 
hours of the presence in the office room, but it is not possible to 
manage the work time etc of the people actually using PCs. 

Moreover, it requires a large-scale construction at the time of 
introduction, and there is a problem that the introduction cost 
increases. 

There is also an application that monitors the operating status of 
software using log data of a personal computer [12] [13] [14]. This 
application can acquire both information such as usage time of 
various software and information on the ON / OFF information of 
the power supply of the PC etc. However, this commercially 
available analysis software cannot record data when an interruptive 
event such as an update program occurs during the PC operation; in 
such a situation, the data-recording stops and it is impossible to 
grasp the use situation of the PC. Also, because it is not possible to 
acquire the presence information and it does not always mean that 
a person is working on the PC even if the power supply of the PC 
is in the on state, it is considered difficult to measure an accurate 
PC work time. 

Therefore, in this paper, we propose a system that can 
distinguish between “PC work” and “work other than PC” and can 
grasp and monitor the usage status of various software in detail 
during the PC working time. We also propose a method that can 
reduce the construction cost at the time of introduction.

3 SUMMARY OF PC Facilities Utilization State 
Management System 

3.1  Design concept 
Ⅰ. Installation Location 

The system is supposed to be installed in a computer room such 
as company office or educational institution. 
Ⅱ. Personal Computer to be Monitored 

The use of desktop personal computers is assumed.  Mobile 
computers are excluded.  
Ⅲ. Person to be monitored 

PC users in the office and PC training room. 
Ⅳ. Scale of data management 

On the assumption that this system will be used in a PC practice 
room etc. in corporate offices and educational institutions, the 
system should manage the maximum number of about 100 people. 
Ⅴ．Method of data collection 

In this system, sensor data is collected from various sensor nodes 
by wireless communication, such as Wi-Fi standards. One data 
collection personal computer (host computer) also uses the same 
wireless communication standard as the sensor node, and collects 
data from various sensor nodes with a dedicated application. 
Ⅵ．Number of sensor nodes installed 

The number of various sensor nodes may be about 2 nodes for 
each PC user. 
Ⅶ．System installation method 

This system uses sensor nodes equipped with a wireless 
communication function (Wi-Fi, IEEE 802.15.4, etc.). This allows 
the system to be installed with a free layout. This makes it easier 
for individuals with no technical skills to install the system and, as 
a result, reduces its introduction cost . 
Ⅷ. Contents of information on PC users to be managed 

 For the management of information on PC users in offices or 
the like, this system should have the following functions: 
(1) Grasp the number of PC users
(2) Manage the presence status of each PC user.
(3) Distinguish between the PC work time and work time other
than PC by the user, and find the actual use time of the personal
computer.
(4) Count and manage the time when the personal computer is
running with no user present and wasting electricity.
(5) Record the usage time and frequency of use of each software
application used within the actual use time of the personal
computer

In our previous system [1], we realized the above functions (1) 
to (4), but we did not fully deal with (5). In this paper, we describe 
a management method for (5). 

3.2 Summary of  this system 
Section3.2 explains the outline of the proposed system for 

managing the PC work situation by users in an office or the like.
Figure1 shows configuration of smart tap and mat sensor node 
installed per PC Worker. This time we developed a dedicated 
application that detects the software application being used on the 
client PC. Thereby, The our system can be transmitted information 
on the application currently used by the user. 

Figure 1: Configuration of smart tap and mat sensor 
node installed per PC. 

In order to monitor the operation status of each desktop personal 
computer installed in an office or the like, the smart tap constantly 
measures the power of the desktop personal computer being used 
and sends the result to the host computer for data collection. Also, 
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in each personal computer, a commercially available mat sensor 
detects the presence of the PC user, and the detection result is 
transmitted to the host computer by wireless communication. A 
commercially available mat sensor equipped with a wireless 
communication function is called a “mat sensor node” in this paper.  
We have originally developed the smart tap and mat sensor node 
for this system. In our proposed system, wireless sensor nodes such 
as smart taps and mat sensor nodes are used. A general-purpose 
wireless communication standard (Wi-Fi, IEEE 802.15.4, etc.) is 
used for communication between these wireless sensor nodes and 
the host computer for data collection. Therefore, when introducing 
this system, its components can be freely laid out, so no wiring 
work is required. 

Figure 2 shows an situation used in a PC classroom such as an 
office and an educational institution. The host computer collects 
and manages presence information and PC power consumption 
information from each client. In addition, this time we also collect 
data on information on the application currently used by the user. 

Figure2:Overview of our system. 

In the proposed system, the number of PC users is determined by 
counting the user-detection signals from the mat sensor nodes. The 
actual use time of each PC (hereinafter referred to as the PC work 
time) and other related information are accurately calculated from 
the power-use signal from the smart tap and the user-detection 
signal from the mat sensor node. This calculation method will be 
described in detail in Section 3.3. This algorithm was implemented 
in a dedicated application of the host computer. 

In addition, a dedicated application for acquiring information on 
the application currently used by the user and sending it to the host 
computer is implemented on each client PC.  This application 
enables us to analyze details of the use of the various applications 
on each PC within the PC usage time. 

Figure 3 shows outline of the utilization analysis image graph of 

PC facilities in the our proposed system By using this system, it is 
possible to make detailed breakdown of usage time etc of various 
applications used within PC work time in addition to the four major 
divisions, i.e. the PC work time, work time other than PC, wasteful 
electricity use time, and absence time for each PC user. By doing 
this, our system can monitor and manage the utilization situation of 
PC facilities installed in a PC room etc of offices and educational 
institutions. 

Figure 3:Outline of the utilization analysis image 
graph of PC facilities in the our proposed system. 

3.3 Calculation method of person's presence and PC working 
time [1] 

In our past research, as a method to grasp details of the work 
situation of users' PCs etc., we used the sleep function of the PC in 
addition to the two pieces of sensor information acquired from the 
smart tap and mat sensor node. By the method, we could accurately 
calculate the four states of PC work time, work time other than PC, 
From the two kinds of sensor data acquired with the smart tap and 
mat sensor, we can estimate the activity of the user in four ways as 
shown in Table 1. 

Table 1: Each sensor information and action estimate 
of the user. 

Firstly, we understand the ON/OFF state of the PC from the 
power consumption information of the smart tap. An output of "1" 
from the smart tap shows that the PC is ON, and "0" shows that the 
PC is OFF. In the system, the power consumption threshold is 15 
W. Therefore, if it exceeds 15 W, the output is "1" when the power
consumption exceeds 15 W and "0" when less than 15 W. On the
other hand, an output of "1" from the mat sensor indicates a state
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where someone is in the chair, and "0" indicates no one is in the 
chair. It is possible to manage one PC by the two pieces of sensor 
information. 

When A = 0 and B = 0, the PC is in OFF state and no user is 
present, hence "Absence". A = 0 and B = 1 indicates that the PC is 
in the OFF state, but because someone is present, it indicates 
"Work time other than PC". When A = 1 and B = 0, the PC is in the 
ON state, but because no one is present, it indicates "Wasted 
electric use time". When A = 1 and B = 1, since the user is present 
while the PC is ON, this state is judged to be "PC work time" in 
this study. 

When the output of the smart tap is A and the output of the mat 
sensor is B, the output W in the absence state, the output X in the 
working state other than the PC, the output Y in the waste electric 
utilization state, the output Z in the PC working state, the following 
formulae (3.1) to (3.4)are derived from Table 1. 

W = A
―

・B
―

 （3.1） 

X = A
―

・B （3.2） 

Y = A・B
―

 （3.3） 
Z = A・B （3.4） 
Our system defines the output Z of equation (3.4) as PC 

working, but a person sitting in the chair is not necessarily doing 
PC work but may actually be doing other work than PC. Therefore, 
in this research, in order to distinguish between PC work and non-
PC work, the sleep function of the PC is utilized in addition to the 
two kinds of sensor data acquired from the smart tap and mat 
sensor node.  More specifically, while the PC is ON, if the user 
sitting on the chair does not perform any PC operation for a certain 
time, the PC automatically goes to the sleep mode and its power is 
turned off. This indicates the beginning of the work other than PC. 

According to our prototype system experiment result [1], if we 
shorten the sleep time of the PC, the difference from the correct 
answer data recorded with the camera became small. The result 
showed that the four conditions of PC work time, different work 
time other than PC, useless electric usage time, and absence time 
can be measured with high accuracy. However, setting a short sleep 
time  may be inconvenient for the user in PC work. 

4 PROTOTYPE SYSTEM IMPLEMENTATION 

Section 4 describes the prototype development of the system 
proposed in this paper. In the prototype developed this time, in 
order to monitor the situation of PC work by users, one smart tap 
and one mat sensor node were arranged for one PC as shown in 
Figure 1. One host computer was installed to collect sensor 
information from each sensor node. The communication between 
each sensor node and the host computer was performed through 
Wi-Fi wireless connections via a Wi-Fi wireless communication 

router. In Chapter 4, the prototype development of application on 
client PC, application on host computer, etc. will be described in 
detail. 
4.1 Application on client PC  

This time, we developed a dedicated application that detects the 
software application being used on the client PC. 

Figure 4 shows the operation flow of the dedicated application 
on the client PC. In this application, software information about 
which application is displayed on the forefront window is acquired 
from the OS (Windows) and sent to the data collection PC. 

Here, we will describe a more detailed method of obtaining 
software information. Some software programs are executed as 
background processes on the PC. We only need information on the 
software currently operated by the user. For this reason, we decided 
to acquire software information only from the window displayed at 
the forefront of the computer screen in the application developed 
this time. because the unused application may be got when multiple 
windows are displayed on the computer screen.  

Therefore, there is a problem that application information which 
is not actually used is also acquired, in this Application of client 
PC, only the application information of the window used at the 
forefront is acquired and sent to the host computer. 

Figure 4: Application operation flow of client PC. 

Figure 5 shows the application screen of the client PC actually 
developed. Information on the application in the forefront window 
is acquired from Windows OS. As shown in Figure 5, the acquired 
information, including the date, time and application name, is 
displayed on the text box. This information is also transmitted to 
the host PC by wireless communication (Wi-Fi). 
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Figure 5: The application screen on the client PC 
developed this time. 

4.2 Application of host computer 
The screen of the application on the host computer developed 

this time is shown in Figure 6. The application on the host 
computer receives the information on the used software transmitted 
from the client-PC application, the information on the PC operation 
state from the smart tap, and the presence information from the mat 
sensor. For the management of the presence information and the 
operation status of the personal computer, the operation time and 
the like of the personal computer are calculated by the same 
method as the conventional system, and the operation state is 
displayed and recorded on the application screen on the host 
computer side. The software information used in each client PC 
was developed so that the information on the used software 
transmitted from the client PC can be saved in a file in CSV 
format. The applications on the host computer and client PC were 
developed with Visual Basic 2015 language. 

Figure 6: Data collection application screen on host 
computer. 

5．EVALUATION EXPERIMENT OF 
PROTOTYPE SYSTEM 
5.1 Experimental method 

A prototype of the system proposed in this paper was developed 
and experimental evaluation was carried out. The experiment site 
was the E602 room of Kanagawa Institute of Technology C2, 6th 
floor. The experiment period was about 1 hour from 16:31:21 to 
17:41:12 on December 18, 2017. In this example, each node device 
was arranged as shown in Figure 10 so as to be able to measure the 
operating situation of PC for one person. In addition, one 
application which can analyze software usage was installed on one 
server PC and one client PC. On the client PC, the sleep function of 
the OS of the personal computer (sleep timeout set to 3 minutes) 
was used to measure the total PC use time and total PC sleep time, 
and it was evaluated whether various software information can be 
acquired accurately within PC use time. 

In the experimental evaluation of this time, the software 
operation time was calculated from the video taken by the camera 
as the correct answer data. We evaluated the proposed system by 
comparing the correct answer data with the result obtained by a 
commercially available software analysis application (Manic Time 
/ Finkit doo) and the system we proposed this time. In order to 
evaluate whether the data acquired in our system were accurate, 
two cameras were prepared as shown in Figure 7, one was used to 
check the operation status of the software and installed in front of 
the screen. The second was installed at the position shown in 
Figure 7 in order to confirm the presence of the user and PC 
operation status. Regarding the PC operation status, it was judged 
to be ON when the screen of the display was lit, and it was judged 
to be OFF when the screen was dark. We evaluated this proposed 
system by comparing the videos taken with these two cameras (as 
correct answer data) with the data measured by this prototype 
system  

Figure 7:Experiment layout (Camera position etc.) 

5.2 Results of the experiment 
Table 2 shows the total time of PC work and the total time of 

work other than PC, comparing the proposed system and camera 
(correct answer data). In the proposed system, both the PC work 
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time and the work time other than PC had an error of about ± 3 
minutes compared to the camera.  The sum of the PC work time 
and the work time other than PC was the same as with the camera. 
Therefore, it is likely that the error of breakdown of PC work time 
and work time other than PC changes depending on the PC sleep 
time. 

Table 2：Measurement result of total PC work time 
and total PC sleep time 

Table 3：Measurement result of operation time of 
various applications by comparing camera and Manic 
Time 

Table 4：Measurement result of various application 
usage times by comparing camera and prototype 
system 

Table 3 shows the results of running time of various 
applications, comparing the commercial application analysis 
software (Manic Time) with the camera, and Table 4 shows the 
comparison between our prototype system and the camera. 
Compared to the camera, the commercial software (Manic Time) 
had errors of up to 29 seconds in operation time of various 
software. By comparison, in the proposed system, the error was 
smaller and within 7 seconds. 

Next, a graph of various software analysis results used for PC 
working time is shown in Figure 8. As shown in Figure 8, in the 
proposed system, there is no loss of software information and the 
error is small. The results of graphing the analysis results of 
various software of the proposed system and rearranging them in 

order of frequency of use are shown in Figure 9. The graphical 
representation as shown in Figure 9 enables easy distinction 
between frequently used ones and less used ones. 

From the above results, we confirmed that the proposed system 
can analyze the usage time of various software applications used 
during the PC work in detail. Moreover, it was confirmed that the 
operation time of each software application can be measured with 
higher accuracy than the commercially available application 
analysis software Manic Time. 

Figure 8: Analysis results of various software by 
comparing camera, Manic Time and proposed system. 

Figure 9: Analysis result of frequently used ones and 
low ones of various software usage. 

6.CONCLUSION

In this paper, we described a system with which we can grasp
various applications used during the PC working time in detail for 
the PC management system we developed in the past. 

In the experimental evaluation of the prototype of the proposed 
system of this paper, the error was less than 7 seconds as compared 
with the correct data recorded with the camera. The error was 29 
seconds at maximum in the case of Manic Time, which is one of 
the commercially available application analysis software products. 
It was confirmed that this error occurred greatly when the PC goes 
to sleep and returns from sleep.  A likely reason for the large error 
which occurs in the case of the commercially available application 
analysis software is because the application is given a low 
processing priority on the PC and is forced to wait for the log data 
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to be saved in the PC before being available for readout by the 
application. 

Since our proposed system adopts the method of directly 
acquiring data from the window information on the screen, unlike 
the commercially available software, the processing time is not 
required and it is possible to obtain accurate information on the 
usage situation of each software application. 

Therefore, we found that the system we propose can accurately 
grasp the usage time of each software application used during the 
PC work time than the commercial application analysis software 
(Manic Time) which relies solely on the log data. In addition to 
this, PC work hours, work hours other than PC, absence time etc 
can be accurately grasped. It is expected that our system will be 
practically applicable in the future as a system to monitor the 
utilization situation of PC facilities in office and educational 
institution PC practice rooms in real time. 
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Abstract - In IoT-based system, there is trade-off 
relationship between the optimization for total system in the 
cloud computing and the optimization for local system in the 
edge computing. That is, the result of the cloud optimization 
may become a constraint condition for the edge optimization 
and vice versa. In this paper, we propose an IoT edge 
optimization model for balancing the total system and local 
system. In this optimization model, the balance of both cloud 
optimization and edge optimization is treated as Pareto 
optimization problem. Further, the cloud optimization 
process and the edge optimization process negotiate each 
other by an intelligent protocol to find the optimal balancing 
condition.  

Keywords: IoT System, Cloud Computing, Edge Computing, 
Optimization Problem 

1 INTRODUCTION 

IoT systems that connect many sensors and devices directly 
to the Internet and provide various services without human 
intervention are expanding in the industrial sector, the home 
sector, and the social sector [1]. The conventional IoT system 
is cloud-centric IoT computing model (CC-IoT model) based 
on the cloud computing [2]. The CC-IoT model realizes 
optimization of the system using various data collected from 
sensors installed widely. On the other hand, edge-centric IoT 
computing model (EC-IoT model) has been proposed to solve 
the problem of the CC-IoT model such as increase of network 
load and delay of feedback response [2][3]. The EC-IoT 
model performs data processing at the edge server and the IoT 
gateway close to the data source and the device to be 
controlled for local optimization within the edge area. 
However, in many IoT systems, there is trade-off relationship 
between cloud optimization and edge optimization. That is, 
the result of the cloud optimization may become a constraint 
condition for edge optimization and vice versa.  

In this paper, we propose an IoT edge optimization model 
for balancing the cloud optimization and edge optimization. 
In this optimization model, the balance of both optimizations 
is treated as Pareto optimization problem. Also, the cloud 
optimization process and the edge optimization process 
negotiate each other by an intelligent protocol to find the 
optimal balancing condition. 

2 OPTIMIZATION IN CLOUD AND EDGE 

The IoT architecture has changed from the vertical 
integration type to the horizontal integration type and the 
distributed type [1] [2]. In this paper, we refer the 
horizontally integrated IoT architecture to the cloud-centric 
IoT computing model (CC-IoT model). Also, the distributed 
IoT architecture is referred to as the edge-centered IoT 
computing model (EC-IoT model) in this paper. The CC-IoT 
model optimizes the system by utilizing various data 
collected from many sensors. In this paper, optimization by 
CC-IoT model is referred to as the cloud optimization. For
example, the CC-IoT model is suitable for optimizing the
energy supply-demand balance in the energy management
system (EMS) and optimizing the relaxation of traffic
congestion by ITS [4] [5].

However, recently, some problems such as an increase in 
network load and a delay in feedback control have been 
pointed out in the CC-IoT model [2] [3]. The EC-IoT model 
proposed to solve these problems optimizes the local system 
in the edge area such as buildings and vehicles close to the 
data source. In this paper, the optimization by EC-IoT model 
is referred as to the edge optimization. For example, the EC-
IoT model is suitable for optimization for the energy saving 
and comfort in a building by EMS and automatic drive 
control by V/C for comfort and safety of drivers [5]. 

In general, there is trade-off relationship between the CC-
IoT model and the EC-IoT model. In other words, the result 
of the cloud optimization may be a constraint condition for 
edge optimization. Also, the result of edge optimization may 
be a constraint condition of cloud optimization.  

3 IOT EDGE OPTIMAZATION MODEL 

3.1 Basic Concept 

In this paper, we propose an IoT edge optimization model 
to realize effective next-generation mobility services. Figure 
1 shows the basic concept of the IoT edge optimization 
model. In the figure, the vertical axis represents the cost by 
ITS cloud optimization, and the horizontal axis represents 
the cost by V/C edge optimization. Both of which are higher 
optimization level as they are closer to zero. Also, each cost 
has an acceptable range. For example, there is an allowable 
cost range of the degree of congestion in the cloud 
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optimization by ITS, and there is an allowable cost range of 
the driver's comfort in the edge optimization by V/C. In 
addition, the curve in figure 1 is a Pareto optimal curve. In 
the case where priority is given to the cloud optimization by 
ITS, the cost of the edge optimization does not fall within 
the allowable range. Conversely, when priority is given to 
the edge optimization by V/C, the cost of the cloud 
optimization cannot be within the allowable range. 

In the IoT edge optimization model proposed in this paper, 
the cloud optimization process and the edge optimization 
process negotiate by an intelligent protocol and balance the 
cloud optimization and the edge optimization. 

 

3.2 Formulations 

The formulations of the IoT edge optimization model is 
shown as below. 

 
 Cloud Optimization 

𝑀𝐼𝑁𝒗𝒔,𝒗𝒄
൫𝑐𝑜𝑠𝑡௖ሺ𝒗𝒔, 𝒗𝒄ሻ൯ 
u𝑛𝑑𝑒𝑟 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠௖ሺ𝒗𝒔, 𝒗𝒄ሻ 

 
 Edge Optimization 

𝑀𝐼𝑁𝒗𝒔,𝒗𝒆
൫𝑐𝑜𝑠𝑡௘ሺ𝒗𝒔, 𝒗𝒆ሻ൯  

u𝑛𝑑𝑒𝑟 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠௘ሺ𝒗𝒔, 𝒗𝒆ሻ 
 
 Total Optimization 

𝑀𝐼𝑁𝒗𝒔,𝒗𝒄,𝒗𝒆
൫𝑐𝑜𝑠𝑡௧ሺ𝒗𝒔, 𝒗𝒄, 𝒗𝒆ሻ൯  

u𝑛𝑑𝑒𝑟 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠௧ሺ𝒗𝒔, 𝒗𝒄, 𝒗𝒆ሻ 
 

𝑐𝑜𝑠𝑡௧ሺ𝒗𝒔, 𝒗𝒄, 𝒗𝒆ሻ ൌ 
𝑐𝑜𝑠𝑡௖ሺ𝒗𝒔, 𝒗𝒄ሻ ൅ 𝑘 ∗ 𝑐𝑜𝑠𝑡௘ሺ𝒗𝒔, 𝒗𝒆ሻ 

 
Here, 

𝒗𝒔: shared variable vector 
𝒗𝒄: cloud variable vector  
𝒗𝒆: edge variable vector 
𝑐𝑜𝑠𝑡௖ሺ𝒗𝒔, 𝒗𝒄ሻ: objective function of cloud optimization 
𝑐𝑜𝑠𝑡௘ሺ𝒗𝒔, 𝒗𝒆ሻ: objective function of edge optimization 
𝑐𝑜𝑠𝑡௦ሺ𝒗𝒔, 𝒗𝒄, 𝒗𝒆ሻ: objective function of system optimization 

 
The IoT edge optimization model minimizes the objective 

functions of cloud optimization, edge optimization, and 
system optimization by exchanging shared variable vectors 
with the intelligent protocol. 

3.3 Intelligent Protocol 

In the formulation mentioned above, the cloud variable 
vector 𝒗𝒄 used only in the optimization process on the cloud 
side cannot be referred from the edge side. Likewise, the edge 
variable vector 𝒗𝒆  used only on the edge side optimization 
process cannot be referred from the cloud side. For that 
reason, in the IoT edge optimization model, shared variable 
vector 𝒗𝒔  are exchanged between cloud and edge by the 
intelligent protocol. Figure 2 shows the intelligent protocol 
for exchanging shared variable vectors 𝒗𝒔  and negotiating 
between cloud and edge optimization processes. First, as 
shown in the figure, 𝒗𝒔  which minimizes the cloud 

 
 

Figure 2. Intelligent Protocol of IoT Edge Optimization Model 
 

 

 
Figure 1. Balancing Cloud Optimization  

and Edge Optimization 
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optimization cost is transmitted from the cloud to the edge. 
On the edge side, adjust the value of 𝒗𝒔 to minimize the edge 
optimization cost and send it back to the cloud. By repeating 
this negotiation, each optimization processes are balanced so 
that the optimal cost of the cloud, the edge, and the entire 
system are minimized. 

4 EVALUATION 

As described in Chapter 2, to realize effective next-
generation mobility service, it is necessary to balance the 
optimization of cloud by ITS and the edge optimization by 
V/C. Here, representative cloud optimization is to eliminate 
the traffic congestion in the whole town, and representative 
edge optimization is to maintain the comfort of the driver of 
the vehicle by reaching the destination quickly. When the 
traffic volume on the road is low, it is easy to minimize the 
objective function of both optimizations. However, when the 
traffic volume increases on the road, it is necessary to balance 
the ease traffic congestion and drivers' comfort. Applying the 
IoT optimization model in which ITS and V/C negotiate by 
the intelligent protocol, it is expected to solve this problem. 

To evaluate the effectiveness of the IoT edge optimization 
model proposed in Chapter 3, we conducted a simulation in 
which the traffic congestion mitigation control by ITS and the 
automatic operation by V/C cooperate. In this simulation, we 
used the iGraph package of R [6]. 

In this simulation, it is assumed that four vehicles 
simultaneously depart from different starting points on the 
road in a grid pattern including 25 intersections (nodes). The 
objective function of edge optimization by V/C is the sum of 
the moving times of all vehicles, and the objective function 
of cloud optimization by ITS is the sum cost of each node. 
The initial value of the weight of the path corresponding to 
the moving time between nodes is 2 for the peripheral path 
and 1 for the other internal paths. In addition, the cost of each 
node is set in response to the degree of traffic congestion, and 
the weight of the surrounding paths are added according to 
the cost of the node. 

V/C determines the shortest path that the vehicle moves 
from the start node to the destination node by the Dijkstra 
method. If the cost value is set for the nodes on the path, the 
path determination algorithm adds the value to the weight of 
the path around the node. The path weight means a movement 
time among nodes. After determining the shortest path, V/C 
transmits the scheduled passing time, a cumulative value of 
the path weight, of each node to the ITS. If the node cost value 
is transmitted from the ITS, V/C determines the shortest path 
again by adding the cost to the surrounding pass. Although it 
is necessary to calculate the shortest path continuously while 
the vehicle is moving, we assume that V/C determines the 
shortest path before moving in this simulation. 

The ITS presumes congestion degree of the node based on 
the expected passing time of the node receiving from the V / 
C of vehicles in the system. That is if two vehicles pass 
through at the same node simultaneously, the ITS adds 1 point 
to the cost of the node. If two or more vehicles pass at the 
same node simultaneously, the ITS adds the number of 
combinations of the simultaneous passage to the cost of the 
node. For example, if 4 vehicles pass at the node 

simultaneously, its node cost becomes 6. After calculating the 
cost of all the nodes, The ITS notifies the largest cost of the 
node to the V/C of all vehicles. If there are multiple of nodes 
with the largest cost, the ITS selects a node randomly and 
notifies it to the V/C. 

Figure 3 shows the relationship between cloud optimal cost 
and the edge optimal cost for the optimization phases 1 to 8 
as a summary of the simulation results. As shown in the figure, 
if the cloud optimization cost is 3 or less, the edge 
optimization cost will be 20 or more. In that case, although 
the number of congested nodes is limited to about 2, the 
traveling time of the car increases more than twice. 
Conversely, optimizing the edge optimization cost to be 10 or 
less, the cloud optimization cost becomes 6 to 10, and it turns 
out that the number of congested nodes increases. Also, it was 
found that when the cloud optimization and the edge 
optimization are balanced in the state of the optimization 
phase 5. In this balanced point, the cloud optimization cost is 
4 and the edge optimization cost is 16. 

5 DISCUSSION 

As shown in the simulation result of Figure 3, there is a 
trade-off relationship between the cloud optimization by the 
ITS and the edge optimization by the V/C. In this simulation, 
negotiating between the cloud optimization process and the 
edge optimization process, we confirmed that it is possible to 
balance both optimizations in the optimization phase 5. In fact, 
whether the balanced state of two optimizations is valid 
depends on the allowable range for each optimization. In the 
proposed model, we can select various combinations of the 
cloud optimization and the edge optimization depends on 
stakeholders' requests. Since the simulation shown in this 
paper was aimed at verifying the principle of optimization 
balancing by IoT edge optimization model, the simulation 
model was simplified. Furthermore, to perform a practical 
simulation, it is necessary to consider the difference in the 
moving start time and the moving direction of vehicles in the 
system. That is, it is assumed that congestion occurs in a node 
when there are vehicles passing through the node at the same 

Figure 3 Balanced Optimization of Cloud and Edge 
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time in this simulation. However, in fact, the case such as to 
pass each other in the opposite direction and not to be 
congested at the node shall be considered. 

The IoT edge optimization model can balance the cloud 
optimization and the edge optimization according to different 
requirements of the stakeholders of the system. In the energy 
management system, power companies are stakeholders on 
the cloud side and the supply balance of electric power is one 
of the objective functions of cloud optimization. Meanwhile, 
power consumers, such as buildings, factories, homes, etc., 
are stakeholders of the edge side and the comfort of the 
residents is one of the objective functions of edge 
optimization [5].  

In next-generation mobility services for vehicles, 
municipalities and road managers are stakeholders on the 
cloud side and drivers of vehicles are stakeholders on the edge 
side. As the objective function of the cloud optimization, it is 
conceivable that the traffic congestion mitigation, traffic 
accident reduction, CO2 emission reduction, and so on. 
However, in this paper, relaxation of traffic congestion is 
regarded as a main objective function of the cloud 
optimization. Also, the shortest arrival at the destination was 
defined as a main objective function of the edge optimization 
as one of the comforts of the driver. 

As shown in the simulation result of Figure 3, there is a 
trade-off relationship between the cloud optimization by the 
ITS and the edge optimization by the V/C. In this simulation, 
negotiating between the cloud optimization process and the 
edge optimization process, we confirmed that it is possible to 
balance both optimizations in the optimization phase 5. In fact, 
whether the balanced state of two optimizations is valid 
depends on the allowable range for each optimization. In the 
proposed model, we can select various combinations of the 
cloud optimization and the edge optimization depends on 
stakeholders' requests. Since the simulation shown in this 
paper was aimed at verifying the principle of optimization 
balancing by IoT edge optimization model, the simulation 
model was simplified. Furthermore, to perform a practical 
simulation, it is necessary to consider the difference in the 
moving start time and the moving direction of vehicles in the 
system. That is, it is assumed that congestion occurs in a node 
when there are vehicles passing through the node at the same 
time in this simulation. However, in fact, the case such as to 
pass each other in the opposite direction and not to be 
congested at the node shall be considered. 

6 CONCLUSION 

In this paper, we proposed an IoT edge optimization model 
that balances the cloud optimization and the edge 
optimization. Also, as an example of applying the proposed 
model, we showed simulation results for alleviating traffic 
congestion in automatic driving. As future work, we will 
extend the IoT optimization model for the time series 
optimization. 
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Abstract - In the field servers for rice fields that use LPWA 
technology, which require only batteries for their operation, 
time synchronization is an important factor in reducing the 
power consumption. Additionally, time synchronization is an 
important technique for increasing line use efficiency. In this 
paper, we describe a method of constructing a wireless 
network of an economical time-synchronized field server 
using LoRa for achieving low cost and describe the effect of 
reducing the power consumption. The performance of the 
time synchronization using GPS is accurate but considering 
the increase in manufacturing cost because of increase in the 
cost of the GPS module and the number of parts, we 
considered that the introduction of GPS is difficult in a field 
server for usage by a general farmer. Therefore, we propose 
a time synchronization method without GPS. From 
experimental results, we confirmed that the time was 
synchronized and transmission and reception of data between 
the master and the field server ensued normally. The power 
consumption of the field server was 108.4mWh per day, and 
it is theoretically possible to operate it for 691 consecutive 
days. Continuous operation of the server for 691 days is 
sufficient for monitoring rice cultivation work. 

Keywords: Agriculture, Field Server, Sensor Network, Low 
Battery Consumption, Time Synchronization 

1 INTRODUCTION 

Owing to the advancing age of older farmers, it is necessary 
to pass down the knowledge and techniques of farming 
known to them, to the next generation [1]. Therefore, we are 
developing a field management system that will help this 
knowledge transfer [2]. It is reported that LoRa has low 
power consumption and long communication distance; 
therefore, it is suitable for communication in the field server 
for the rice fields [3]. Therefore, we adopted LoRa which 
does not require communication cost. 

The field server needs to operate on the battery for six 
months, starting from the rice planting to reaping, because 
that rice fields do not have a power supply because of cost. In 
addition, it is difficult to install solar panels because solar 
panels are big and get in the way of farming. 

Therefore, low power consumption is important for the field 
servers for rice fields. To operate for six months with no 
power supply, the field server needs to turn itself off except 
when sending or receiving the sensor data or other 
communication. This requires the intermittent operation 
communication protocol and the time synchronization 
method. 

The time synchronization technique has been extensively 
studied previously [4, 5]. The method for the time 
synchronization using GPS has also been proposed [4]. To 
use this method, it is necessary to install a GPS receiving 
module in every field server, which leads to an increase in 
initial cost at the time of introduction. There is also a problem 
of increasing power consumption, therefore, it is difficult to 
use it for the rice field servers, for which lowering the 
introduction barrier is desired. Although TPSN [5] is 
proposed as the time synchronization method, it requires a 
long time for the time synchronization and is therefore 
difficult to use for the field servers where the power 
consumption demands are considerably high.  

In this study, we propose the intermittent operation 
communication protocol and the time synchronization 
method to solve the aforementioned problems. In the 
proposed method, after the field server system transmits the 
sensor data to the master unit system, the master unit system 
on receiving the sensor data transmits the time correction 
signal to the field server system, thereby performing the time 
synchronization. In this paper, section 2 describes the system 
configuration, section 3 discusses the communication 
protocol and time synchronization, section 4 shows the 
operational test and result, and finally, section 5 summarizes 
the study. 

2 SYSTEM CONFIGURATION OF FIELD 
MANAGEMENT SYSTEM 

The field management system is composed of the field server 
system, master unit system, and cloud service. Figure 1 shows 
the overall structure of the field management system. The field 
server system is installed in the rice fields and receives the 
sensor data. Further, the data is sent to the master unit system 
through the LoRa wireless network. The master unit system 
integrates the sensor data from the field server system and 

Figure 1: Field management system. 
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sends them to the cloud service through the 3G line or Wi-Fi. 
The cloud services are provided by the smartphone 
applications, tablet applications, and web pages. These 
services provide data to farmers to alert them about water 
levels, propose a suitable work plan, preserve work records etc.  

Communication between the field server system and the 
master unit system using LoRa is capable of long-distance 
communication. LoRa has been found to have a practical 
communication distance of 3,000 to 4,000 m as shown by the 
basic communication characteristics survey [7]. The rice field 
of Ishikawa prefecture was assumed, and the linear distance 
between the parent machine and the field server was within 
3,000 m. For this reason, we adopted LoRa, which enables 
direct communication between the field server and parent 
machine. 

Figure 2 shows the positional relationship between each field 
and the office of the assumed the agricultural corporation in 
the Ishikawa prefecture. A, B, C, D, E, F, and G represent the 
position in each field, where the field servers are installed. P 
represents the location of the office; the master unit is installed 
in the office. The linear distances between the field servers A 
to G and the parent machine P are as follows: 397 m between 
A and P, 923 m between B and P, 943 m between C and P, 
684 m between D and P, 1,150 m between E and P, 1,440 m 
between F and P, and 1,910 m between G and P. 

 
Figure 2: Position of each rice field and the office. 

 

We will further explain the configuration of the field server 
system installed in the rice field and the master unit system 
installed in the office. Figure 3 shows the configuration of the 
field server system. The field server comprises the battery, 
power ON/OFF circuit, AVR microcomputer, LoRa module, 
various sensors, and SD card module. The field server is 
powered by the battery. To realize low power consumption, 
the power ON/OFF circuit operates only for several tens of 
seconds in one hour. The wireless modules and the sensors are 
controlled by the AVR microcomputer. Five types of sensors 
are mounted to measure the temperature, humidity, water level, 
soil temperature, and soil moisture content. The sensor data is 
stored in the SD card together with the time stamp. This is a 
function for reliably saving the data, considering the case 
where it cannot be transmitted to the master unit or where the 

time correction signal cannot be received. The power ON/ 
OFF circuit is composed of the PIC microcomputer and the 
FET; it controls power supply to the AVR microcomputer. 
The PIC microcomputer controls the FET by outputting 
HIGH/LOW at the GPIO pin. The time required for the power 
supply control is calculated and controlled by using the timer 
interrupt in the internal clock of the PIC microcomputer.  

 

Figure 4: Master unit system configuration. 

 
The configuration of the master unit system is shown in 

Figure 4. The master unit system is composed of a Raspberry 
Pi, LoRa module for transmission, LoRa module for reception, 
and a 3G dongle. When the field server system is turned on for 
the first time, the time is not held and the time is set after it is 
transmitted by the master unit system. Therefore, the master 
unit system always maintains the reception state. It is desirable 
that the master unit system can respond to communication 
from the field server system when the field server is installed. 
Further, the reception and transmission modes exist in the 
LoRa module, and it takes time to switch the modes. Therefore, 
by installing two different LoRa modules for receive and 
transmit, it is possible to reduce the waiting time of 
transmission and reception and maintain the reception state at 
all times. 

3 COMMUNICATION PROTOCOL  

3.1 Communication Protocol 

The frame formats used for the communication are shown in 
Tables 1, 2, and 3. Table 1 shows the common frame format, 
consisting of the destination, the source, and the payload. 
Table 2 shows the format of sensor data transmission. Since 

Figure 3: Field server system configuration.  
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there are five types of sensors in use, the sensor data are 
defined in the format of 1 to 5. The temperature, humidity, 
water level, soil temperature, and soil moisture content are 
entered in that order from the sensor data 1 to 5. The acquired 
five types of data can be stored in 2-byte units. Additionally, 
when the number of types of sensors increases, 2 bytes are 
added to the format of sensor data transmission. Table 3.3 
shows the format of the time correction signal. The time 
stamp and the time correction signal transmitted from the 
master to the field server are stored in the payload. 

Table 1: Common frame format. 
Destination Source Payload 
1Byte 1Byte Variable 

Table 2: Format of sending sensor data (Payload). 
Sensor 
Data 1 

Sensor 
Data 2 

Sensor 
Data 3 

Sensor 
Data 4 

Sensor 
Data 5 

2 Byte 2 Byte 2 Byte 2 Byte 2 Byte 

Table 3: Format of correction time signal (Payload). 
Timestamp 
(UNIX Time) Correction time 

4 Byte 2 Byte 

The field server system starts once every hour. It gets the 
sensor data and transmits it to the master unit system. When 
transmission is successful, the master unit system sends the 
correction time to the field server system. The field server 
system further corrects its own internal clock for the time 
synchronization. Later, when the field server system receives 
the corrected time or go on operating time per hour of 
described later elapses, the power is turned off except for the 
power control circuit. 

Figure 5 shows an example of three field servers system in 
which resending mode does not occur in any of the 
communications. First, the field server system A (hereinafter, 
FS-A) is activated. FS-A measures the sensor data and 
generates the sending packet according to the sensor data. 
Further, the packet is sent to the master unit system. The field 
server system has only one LoRa module, therefore it 
switches from the sending to the reception mode. This 
switching requires several seconds. After switching to the 
reception mode, the field server system waits until the set 
timeout period. Further, it receives the corrected time signal 
from the master unit system. When the master unit system 
receives sensor data from FS-A, it sends the corrected time 
signal to FS-A. FS-A corrects its internal time based on the 
received correction time signal. After the correction, FS-A 
goes into sleep mode even during the resending possible time. 
When the field server system fails to receive the corrected 
time signal or the master unit system fails to send the 
corrected time signal to the field server system it is necessary 
to resend it along while the possible resending time. Field 
server system B (FS-B) and field server system C (FS-C) 
perform in the same sequence as A.  

The operating time per hour can be obtained from equation 
(1).  

operating time = sensor data acquisition time + 
sensor data transmission time + 
time correction signal reception time + 
retransmission time           (1) 

This operating time is written in advance to the AVR 
microcomputer and sent to the PIC microcomputer each time 
the AVR microcomputer is powered on. The PIC 
microcomputer uses this value to calculate the restart time. 
Here, the sensor data acquisition time is the time to measure 
the sensor data. The sensor data transmission time is the time 
to transmit the sensor data to the master unit. The time 
correction signal reception time is the time to receive the 
current time from the master unit. The retransmission time is 
the time to perform retransmission processing when sensor 
data cannot be transmitted to the master unit. In the proposed 
method, time synchronization is performed once every hour. 
It has been confirmed from the measurement results that there 
is an error of not more than ±10 seconds at the maximum in 
an hour [3]. Therefore, the error of acquisition time of sensor 
data is also ±10 seconds or less. This error is a problem-free 
range as the sensor acquisition time error for agriculture. 

3.2 Operation of Resending Mode 

When the field server cannot receive the time correction 
signal and the reception waiting time has elapsed, the field 
server performs the timeout operation. After the timeout, the 
field server waits for random seconds from 0.1 to 5.0 s and 
then retransmits. The following is the cause of the timeout. 

1) When the master unit cannot receive the communication
from the field server due to the radio wave attenuation and 
the noise cannot be demodulated 

2) When a collision occurs in the transmission data due to
overlapping of the transmission times of a plurality of field 
servers 

The first one is that the cause of the noise is often temporary, 
so there is a high possibility that the problem will be solved 
if the transmission process is performed with shifted time. 
The second one can be prevented by accurate time 
synchronization. 

When the noise or the collision occurs, the master unit does 
not send the time correction signal to the field server, 

Figure 5: Communication protocol sequence. 
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therefore, the field server's reception standby timeout occurs. 
The field server that has timed out executes retransmission, 
but to prevent re-collision with the communication performed 
by the field server of the initial power-on, a random second 
standby time is provided. After executing the retransmission, 
the field server switches from the transmission to the 
reception mode and waits for reception. This operation is 
continued until the field server can receive the time correction 
signal from the master unit. However, to avoid collision of 
the communication with that of other field servers, the power 
is turned off forcibly when the other field server's operation 
is about to start. 

The sequence operation in this case is shown in figure 6. In 
figure 6, the field server C (FS-C) has timed out and is 
retransmitting. If it is within the possible retransmission time, 
the processing of the transmission and reception standby is 
repeated until transmission/reception is completed. 

 

 
 Figure6: Sequence diagram at sensor data collision. 
 

3.3 Time Synchronize Signal  

The field server can transmit sensor data at an arbitrary 
timing because the master unit is always on standby for 
reception. The master unit performs the time synchronization 
with the NTP server beforehand and acquires accurate time. 
The master unit generates the time correction signal 
according to the time, receives the sensor data from the field 
server, and then transmits the time correction signal. 

The format of time correction signal is shown in Table 3. 
The time stamp is entered with 4-byte UNIX time. It is used 
to write the sensor data to the EEPROM or the SD card of the 
AVR microcomputer. Since the correction time is used for 
correcting the time within the PIC microcomputer, the time 
shifted for each field server from the current time is set as 0 
to 3599 s in 2 bytes. CRC etc. is used for detecting and 
correcting communication errors that are not defined in the 
format because they are added by the LoRa communication 
module. 

Figure 7 shows the mechanism of the time synchronization 
between the field server and master unit. The master unit 
sends the correct time obtained by the NTP server to field 
server in the corrected time format. Upon receiving the 
correction time, the field server transfers the correction time 
via the AVR microcomputer to the PIC microcomputer in the 
power ON/OFF circuit. To prevent the correction time from 

starting simultaneously with other field servers, the current 
time is shifted appropriately. 

A formula for calculating the start time is shown in equation 
(2). Regarding equation (2), each field server has a uniquely 
assigned field server identifier (below), and the correction 
time to transmit to the field server is obtained by subtracting 
from the current time. Depending on the power-on time of the 
field server, the time becomes a negative value; however, in 
this case, a value of 3,600 is added. 

 
𝑡𝑡2 = 𝑡𝑡1 − 30・FSID  (2) 

 
The FSID can be used in the range of 0x00 to 0x77, and 

the field servers are started in the ascending order of FSID. 
By using FSID, simultaneous activation of each field server 
is prevented, and transmission signals of the field server are 
prevented from colliding. It became possible to transmit 
once every 30 seconds and about 100 field servers are able 
to connect one master unit. 

 
Figure7: Time synchronization mechanism between master 
unit and field server. 
 

The PIC microcomputer controlling the power ON/OFF 
circuit always counts 0 to 3,599 s with the internal clock. 
When the time within the PIC microcomputer reaches 3,600 
(0) s, power is supplied to the AVR microcomputer. Upon 
receiving the time correction signal from the master unit, the 
field server corrects the time within the PIC microcomputer 
to the correction time transmitted from the master unit and 
continues counting. This leads to the time synchronization 
between the field server and master unit. Even during the 
second and subsequent runs, when the time within the PIC 
microcomputer reaches 3,600 (0) s, power is supplied to the 
AVR microcomputer. 
If the master unit fails to normally receive data from the field 
server due to a communication error etc., the master unit 
maintains the reception standby state of the sensor data 
without transmitting the time correction signal. 

4 EXPERIMENTAL RESULTS  

4.1 Verification of Communication Protocol  

We conducted the 7-day operation test to confirm 
whether the proposed communication protocol works as 
expected between the master unit and field server. 
Following are the points for the verification: 
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1) Confirm whether the master unit can return the time
correction signal to the field server within the reception 
waiting time of the field server. 

2) The field server that received the time correction
signal confirms whether to shift to the sleep state 
immediately. 

3) Confirm whether each field server properly changes
the timing according to the time correction signal and 
starts at the specified time. 

In the verification of the communication protocol, we 
used seven field servers, which is the same number used in 
our field. The distance between the field server and the 
master unit is centered on the master unit and all field 
servers are installed within a radius of 1 m. The sensor data 
sent from the field server to the master unit was saved in 
the verification cloud. 

Table 4: Verification results of communication protocol. 
Classification Number of 

communications 
Send sensor data 1,185 
Number of resending 9 
Completion of time 
synchronization (resend 1 time) 

9 

Table 4 shows the verification results of the 
communication protocol. The number of operational days 
is seven. The field server gets sensor data at an hourly 
interval, which is further sent to the master unit. The field 
server successfully sent the data 1,185 times. Of the 1,185 
times, only nine were retransmission. Even when the first 
communication failed, reception of sensor data was 
successful from all field servers through retransmission. 
We confirmed that the protocol works for seven days 
without problems. 

We implemented the designed communication 
protocols and carried out the operational test for a period 
of two months in an actual field. Figure 2 shows the 
measurement result at point C. A master unit was installed 
at point A. In this experiment, we confirmed that 
environmental data can be acquired every hour. The field 
server was equipped with sensors that can measure 
temperature, humidity, water level, soil temperature, and 
soil moisture content. The height at which the field server 
was installed was approximately 1 m from the ground 
surface to accurately measure the temperature. The height 
at which the master unit was installed was set to 
approximately 0.5m. It was confirmed that the 
measurement can be performed without problems, and 
data can be transmitted to the master unit. Owing to the 
fact that there is a communication failure at the rate of 
approximately 15.8%, the time correction may not be 
performed. The time synchronization was carried out 
when the fault was solved and it was confirmed that the 
protocol was operating properly. 

We examined the difference between the assumed 
startup time of the field server and the actual startup time. 
The results are shown in figure 8. The result displays the 
representative pattern of eight days from the operational 
test of two months. From this result, it is understood that 
when the time correction is performed, the error is 
suppressed to about in tens of seconds. Moreover, it is 
understood that the error is suppressed to 0 s in most 
communication between the master unit to field servers. 

Figure 8: Time error of field server. 

The time error of the PIC microcomputer is the 
maximum at 6.512 s in an hour from actual measurement 
[6]. This error is accumulated without time 
synchronization; however, in the field management 
communication protocol proposed here, this error is within 
the range in which collision with other field servers does 
not occur. Therefore, it is confirmed that time 
synchronization is effective in this communication 
protocol, and it is possible to reduce the increase in time 
error, which is proportional to the usage time. As a result, 
it became possible to transmit once every 30 seconds, and 
became possible to connect about 100 field servers to one 
master unit. 

4.2 Evaluation of Power Consumption  

Apart from the verification of the communication protocol, 
we conducted an experiment to verify the power consumption. 
The purpose of the verification is to obtain the power 
consumption during the operation. First, we measured the 
voltage, current value, and processing time for each operation 
mode. Table 5 shows the measured results [7]. The data 
transmission mode is the most power consuming. It can be 
confirmed that the sleep time mode has the lowest power 
consumption among all. 

Next, we calculated the power consumption and number of 
working days. Equation (3) shows the power consumption W 
[mWh] . Here, 𝑉𝑉1 is the rated voltage [V] of the field server 
system. 𝐼𝐼𝑎𝑎  is the electric current [mA] during the sensor 
stabilization standby and the sensor acquisition. 𝑡𝑡1  is the 
time[s] during the sensor stabilization standby and the sensor 
acquisition. 𝐼𝐼𝑏𝑏  is the electric current [mA] during the 
transmission of sensor data. 𝑡𝑡2 is the electric time [s] during 
the transmission of sensor data. 𝐼𝐼𝑐𝑐 is the electric current [mA] 
during the mode switching. 𝑡𝑡3 is the time [s] during the mode 
switching. 𝐼𝐼𝑑𝑑 is the electric current [mA] during the standby 
reception. 𝑡𝑡4 is the electric current [mA] during the standby 
reception.  𝐼𝐼𝑒𝑒  is the electric current [mA] during the data 
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reception. 𝑡𝑡5 is the time[s] the during the data reception. 𝐼𝐼𝑔𝑔 is 
the electric current [mA] during the system sleep state. 

𝑊𝑊 = (𝑉𝑉1{(𝐼𝐼𝑎𝑎 ∙ 𝑡𝑡1) + (𝐼𝐼𝑏𝑏 ∙ 𝑡𝑡2) + (𝐼𝐼𝑐𝑐 ∙ 𝑡𝑡3) + (𝐼𝐼𝑑𝑑 ∙ 𝑡𝑡4) + (𝐼𝐼𝑒𝑒 ∙
𝑡𝑡5)} + 𝑉𝑉1 ∙ 𝐼𝐼𝑔𝑔{3600 − (𝑡𝑡1 + 𝑡𝑡2 + 𝑡𝑡3 + 𝑡𝑡4 + 𝑡𝑡5)}   )
/ 3600      (3) 

Table 5: Measurement results of power consumption. 

We derived the number of operating days theoretically. The 
power consumption is 4.52 mWh per hour; the consumption 
being 108.4mWh per day. Therefore, theoretically, the field 
server can operate for approximately 691 days, assuming the 
electric quantity of the portable battery charger to be 75000 
mWh. Although the number of operating days has the 
theoretical value, it seems that the field server is able to 
operate for six months, which is the requirement of the 
agricultural corporation. 

Figure 9: A field server system in a rice field. 

We conducted the operational test in actual rice fields 
using the 7 field servers of figure 2. The picture of the field 
server system installed in the rice field is shown in figure 9. 
We confirmed that the field server system works correctly 
from rice planting to rice reaping. 

In IEEE 802.15.4e [8], two types of time synchronization 
methods, Beacon and Channel Hopping are defined. In the 
time synchronization defined in both methods, it is required 
that all nodes belonging to the network always synchronize the 
time within an error of ±1 ms, thereby realizing the time 
division access method. On the other hand, in the proposed 
method, time synchronization is performed between the 
master unit and each field server, but time synchronization 
between the field servers is not performed. Therefore, time 
synchronization accuracy of about ±10 seconds is sufficient, it 
is not necessary to hold hardware for special time 
synchronization and it is easy to put into practical use. 

5 CONCLUSION 

We proposed a new communication protocol, constructed a 
local wireless network, and conducted the experiment. In the 
field servers for the rice field using the LPWA technology, 
which require only batteries for operation, the proposed time 
synchronization is an important technology for the purpose of 
reducing the power consumption. Additionally, the proposed 
time synchronization is an important technique for increasing 
the line use efficiency. It was seen from the experimental 
results that the power consumption of the field server is 
108.4mWh per day. Therefore, it was confirmed that the 
method can continuously work for 691 days based on our 
calculations. The time synchronization is effective and was 
able to decrease the timing error in direct proportion to the 
operating time. This protocol is valid for the rice cultivation 
management systems because the field server is stable and 
can operate for a long time. Therefore, it meets farmers' 
expectation to utilize a reasonable field server. 
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Abstract – In recent years, the demand for information 
security for the IoT system has been increasing. For 
information security, we made an IoT system using 
BlockChains and evaluated the performance as an IoT system 
in several types of node connection. And we propose the 
configuration method with the best performance. Specifically, 
by using SmartContract which is one function of the 
BlockChain as IoT Gateway, we implemented the 
authentication of IoT module and data transfer function, 
realizing the integrity and availability of information security.  

Also, in systems using BlockChains already in practical use, 
the overhead associated with data transfer delay and mining 
cycle time is disadvantageous, but from the evaluation results, 
we have developed a realistic IoT system configuration using 
BlockChains, and propose the requirements of BlockChains 
specialized for IoT.  
Keywords: IoT, BlockChain, SmartContract 

1 INTRODUCTION 

The Internet of Things (IoT) has already been used for 
factory and industrial products, and effects in agriculture have 
also been reported. Recently, it has begun to be widely used 
as consumer products targeting home and healthcare. By 
connecting an embedded device to a server via a network, it 
has become possible to acquire, accumulate and analyze 
information that has not been used before. This information is 
useful for improving our living environment and revitalizing 
industrial activities and further development is expected in the 
future [1]. However, due to the rapidly widely used IoT 
technology, some problems have arisen. In this section, we 
explain situations where the IoT request is becoming 
complicated due to diversification, and the problem that the 
IoT device is the next attack target of PCs and smartphones in 
information security. We introduce an approach using 
BlockChain technology which is one of the countermeasures 
for these problems. 

1.1 Component structure of IoT module 

Many current IoT modules consist of simple parts of sensors 
and microcontrollers for lower price and lower power 
consumption. In recent years, with the development of smart 
phones and tablet mobile devices, SoC (System on Chip) 
capable of running Linux has become a practical price, and 
modules using them can be used as IoT devices. These IoT 
oriented SoC have the merit of being able to execute advanced 
processing with high load which could not be done on the 

edge side so far. However, specifications have become 
complicated, and development time have been increasing. 
Many IoT frameworks have been used as methods to decrease 
those problems. 

1.2 IoT security threat 

As the number of IoT devices is increases, many 
information security incidents including leakage and 
tampering of IoT data utilizing the vulnerability of these 
devices are reported much. In addition, there are various 
attack methods using the vulnerability of the IoT system [2], 
not only functions and performance but also information 
security measures including attack detection function and 
update function are important elements of IoT system 
development. In the future, from the beginning of the design 
it is necessary to practice "security by design" method to 
counter information security.  

1.3 BlockChain technology 

Encryption technology has evolved and abundant hardware 
capable of executing cryptographic algorithms at practical 
speed has become commonly available on PCs. By 
implementing these cryptographic techniques, BlockChains 
that realized a distributed ledger system, which is one of the 
distributed processing technologies, have received attention 
in recent years. In the BlockChain, we have a mechanism 
whereby mutual checking and sharing of each transaction in 
the BlockChain cannot tamper with transaction information 
without centralization. Many virtual currencies using 
BlockChains have already been announced. Besides using 
BlockChains in the finance field, application to primary 
industries including agriculture is also being considered. Food 
traceability in the agricultural sector is expected to utilize 
BlockChains, and some consortium activities have already 
been started overseas as well. Tamper-proof reliable 
information such as the place of production, producer, 
production process and distribution route of agricultural 
products is useful information for consumers as well. In 
particular, we focused attention on functions that cannot be 
tampered with as an information security system of 
BlockChains.  

1.4 Application of BlockChain to IoT field 

As requirements items for the IoT system, functions, 
performance, information security can be assumed. 
Performance depends on the type of IoT, and it is necessary 
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to consider the latency time of data acquisition and data 
bandwidth. Also, at the same time, the IoT system needs to 
take measures against information security.  

In recent years, IoT is also being used for agricultural 
products production described in the previous chapter, and 
data reliability is desired which cannot be tampered with by 
other persons or even operators even in history information 
related to IoT.  

Information security measures against an unspecified large 
number of attacks can be implemented in various ways. 
However, in a conventional IoT system, it is difficult to 
implement a tamperproof mechanism including an operator. 
In the prevention of tampering with all subjects, BlockChain 
technology is one of effective means for ensuring 
completeness. In addition, although many IoT configuration 
modules are composed of sensors, IoT Gateways, and cloud 
servers, each module may cause malfunction individually for 
each reason, and availability measures of each module are 
also important. In particular, since the IoT Gateway 
constituted by the SmartContract of the BlockChain does not 
limit the hardware to be executed, it is possible to realize not 
only the function of preventing tampering inherent in the 
BlockChain but also availability.  

The confidentiality preservation of the IoT data on the 
communication line is a function necessary to prevent data 
leakage. Because confidentiality cannot be secured in the 
BlockChain, it is necessary to respond in another way. 

 

2 PREVIOUS RESEARCH AND TASK 

We describe IoT technology and BlockChain technology in 
this section. 

2.1 IoT  

The growth of smartphones has reduced the cost of sensors 
and the cost of infrastructure has declined due to the 
development of cloud computing. And due to promotion 
from German Industrie 4.0 and various countries including 
Japan, the IoT market is further expanding. IoT, which has 
become popular, has begun to create new value by connecting 
everything including people and things to the network [1]. In 
particular, the IoT fields are diverse. 1) Health / medical 
monitoring, 2) Machine monitoring, 3) Natural / 
environmental monitoring, 4) Human motion detection, 5) 
Machine motion detection / control, etc. There are various 
required real-time performances depending on the purpose.  

The IoT system consists of 1) Sensor/actuator, 2) Pre-
processing, 3) Communication, 4) Accumulation, 5) Analysis, 
6) Inference, etc.  The standard IoT system was specialized in 
sensors, communication. For low power consumption, 
miniaturization, low cost and high reliability, these are 
configured using one chip microcontrollers, and in many 
cases, they are implemented without OS or with RTOS (Real 
Time OS). The SoC having low power consumption and high 
performance can be used at low cost, and the advanced IoT 
system running Linux is used. As the system becomes more 
sophisticated, it has become possible to execute advanced 
processing that is executed on the cloud server side and that 
requires additional processor load. Concerning information 

security for the IoT system, confidentiality, integrity, and 
availability, which are generally said three important subjects, 
are important. In order to deal with the malware for IoT 
mentioned earlier, securing access rights, prevention of 
tampering, and response to emergencies are becoming 
important.  

2.2 BlockChain  

The BlockChain is a system capable of tracing all 
transaction histories by a distributed consensus building 
mechanism with network participants. So far, many kinds of 
virtual currency using BlockChain are distributed. Here we 
introduce Bitcoin, the most famous BlockChain, and 
Ethereum, a BlockChain system that can be applied to 
applications.  

Bitcoin was developed based on the BlockChain technology 
posted by a person named Satoshi Nakamoto in 2008. It 
started operation in 2009, and is a famous BlockChain for 
virtual currency [3]. Bitcoin is a system composed of a 
BlockChain node called Bitcoin client and a Bitcoin network. 
The transaction information issued by the Bitcoin client is 
sent as a transaction to the Bitcoin network, and minor, which 
is a kind of Bitcoin client, miners, so that the block is 
generated. And that block is approved from multiple nodes of 
the Bitcoin network.  

Ethereum, proposed by Viralik Buterin's white paper in 
November 2013, is a BlockChain and makes it possible to 
build applications by SmartContract [4]. While Bitcoin is 
specialized in moving ownership of cryptographic currency, 
Ethereum is characterized by being able to create and execute 
distributed applications called SmartContracts as well as 
moving cryptographic currencies [5] [6].  

A BlockChain can be said a distributed database that 
realizes a "distributed ledger" that distributes and manages 
transactions as exchange information on a distributed network. 
We manage and operate a list of sequential data called 
"blocks" that summarizes those transactions on multiple 
nodes. Moreover, the validity of the block is secured by the 
mining processing using the distributed consensus algorithm. 
PoW (Proof-of-Work) is mainstream in the current distributed 
consensus algorithm. Under the agreement of the 
configuration node of the network, difficulty values are set 
and have a mechanism to adjust the mining time. In addition 
to PoW, a distributed consensus algorithm is studying 
methods that do not spend processor resources or power 
called PoS (Proof-of-Stake) or PoI (Proof-of-Importance). 

Whereas Bitcoin has a mechanism specialized for virtual 
currency trading, there is a BlockChain that can handle 
SmartContracts, which is a type of program shared on the 
BlockChain, as well as virtual currency transactions. 
Ethereum is one of them, and each node can access virtual 
currency transaction, mainly to execute virtual program.  

2.3 IoT + BlockChain  

Focusing on the convenience of distributed management of 
BlockChain and the characteristics of the virtual currency, the 
degree of expectation for adaptation to IoT is increasing. In 
the field of electric power systems, there are cases where 
BlockChain efficiently perform IoT updates on an ongoing 
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basis [7]. To cope with IoT, a mechanism is developed to 
cover a BlockChain client program with a wrapper, and by 
using a network different from the BlockChain, a weak data 
transfer of the BlockChain is handled [8]. According to 
research to use IoT in Smart Home, the merit of information 
security is larger than the overhead of processing 
BlockChains [9]. In order to easily manage the configuration 
of the IoT device as a research concretely using 
SmartContract, an IoT system that has the mechanism of RSA 
key management in Ethereum's SmartContract has been 
reported [10]. 

 

3 ABOUT THE DEVELOPED IOT SYSTEM 

In the IoT system, a registration of IoT devices and delivery 
of data in a specific network is an important function. In this 
research, we focused on the information security of the 
BlockChain and used geth which is Ethereum's BlockChain 
client program of virtual currency which has already been put 
into practical use. We worked with geth, developed an API 
with the basic function of the IoT module interface, and 
implemented it as a BlockChain IoT module in the embedded 
system.   

3.1 BlockChain IoT module  

Requirements for a practical IoT system that meets this 
condition are flexibility, connectivity, extensibility and 
security, for example. Then, the following five points were 
defined as basic requirements. 1) use of general-purpose 
network, 2) use of general-purpose hardware and OS, 3) pre-
registration of connectable sensor modules, 4) prompt 
response at failure, abnormality, 5) secure access to the 
network. In particular, in consideration of requirements of 3) 
to 5), this prototype system was constructed as a 
SmartContract for management using virtual currency in the 
BlockChain.  

This hardware is based on embedded Linux. The basic 
specifications are ARM-CPU, 1 GB of the main memory and 
16 GB or more of the external storage, with network function 
and sensor interface. This time, we prepared a module based 
on Raspberry Pi 3b.  

Ethereum's geth program running with this module is 
implemented in Go language and executes on Linux / Unix 
environment. The system is connected via a TCP/IP based 
network, and its physical communication method may be 
wired or wireless. Each device (hereinafter "Node") needs to 
assign a unique IP address. Node has made it possible to run 
JavaScript API and application script which has interface of 
geth program and sensor and communication function with 
external cloud server. And handling of sensors and 
communication authority to an external network was set as a 
separate policy from Node-to-Node connection using 
BlockChain, and flexibility of connectivity as an IoT device 
was secured.  

The connection with the BlockChain is the jurisdiction of 
the upper hierarchy without hardware dependency. Therefore, 
when the corresponding module fails, even if the alternative 
hardware has different performance, it can connect to the 
BlockChain. 

3.2 Sensor data flow  

Each Node having a unique IP address forms a BlockChain 
by mutually connecting with the geth program executed on 
Node. Each node has an address that is an account for 
accessing the BlockChain, and communication among Nodes 
is performed among addresses as transactions. This system 
has IoT management API function to SmartContract which is 
positioned as middleware existing in the BlockChain and to 
operate as the IoT system throughout the BlockChain network. 
Figure 1 shows the flow of processing of one example of the 
system using the BlockChain IoT module developed this time. 
Data is sent from a node having a sensor (Sensor Node) to a 
cloud server via a BlockChain network via a node having a 
gateway function (Gateway Node).  

Specifically, at Sensor Node, 1) IoT Application reads 
information from the connected sensor via Sensor Library. 2) 
The IoT Application passes the data to the SmartContract on 
the BlockChain via the BlockChain Client (geth) and the 
network. 3) Upon receiving the data, the SmartContract sends 
an event to the IoT Application on the GateWay Node side 
via the network of GateWay Node and the BlockChain Client 
(geth). 4) The IoT Application on the GateWay Node side 
reads the sensor data stored from the SmartContract, and 5) 
sends the data to the cloud server using the IoT Library. 

Characteristically, in this connection, the Sensor Node and 
the Gateway Node are able to exchange information with the 
unique address of the BlockChain to be connected and the 
information of only the address of the SmartContract to be 
connected. That is, both Nodes can communicate even if they 
do not know IP address each other. And the SmartContract is 
virtually executed by hardware to be mined. In this example, 
Mining Node becomes the execution machine of 
SmartContract. At least one Mining Node is required. 

 

  
Figure 1: Data flow between SmartContract and node 

3.3 IoT Gateway by SmartContract  

 In this system, IoT module’s authentication function and 
data delivery function are implemented in SmartContract of 
the BlockChain, and this method is different implementation 
from the IoT device interface so far.  

By connecting to the BlockChain via BlockChain client 
software, the account address becomes the mutually approved 
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unique ID. Then, the data exchanged by that account is 
handled as a transaction, and it is handled in the same way as 
signing with the account address. In consequence, the 
interface in the BlockChain can ensure the integrity of 
information security. 

This IoT Gateway implemented in the SmartContract is a 
distributed management API for connecting with the virtual 
network for IoT, and it is registered and authenticated in the 
BlockChain as a transaction in advance. And the BlockChain 
information to be connected is preset in the BlockChain IoT 
module developed this time. This module can physically 
connect to the TCP/IP network and join a configured 
BlockChain to synchronize with the active BlockChain and to 
communicate with its registered SmartContract.  

As shown in Figure 2, this IoT Gateway roughly has two 
functions. The first one is a sensor management function and 
the second one is a sensor data delivery function. The IoT 
Gateway is registered as a transaction in the BlockChain with 
the preset Owner Node account address. The account address 
of that Owner Node will be the privileged user of the 
registered the IoT Gateway and will have administrator 
privileges. And sensor registration is executed with its Owner 
Node account address. 

 
(1) Registration of Sensor Node  

One of the IoT management functions is registration of 
connectable Sensor Nodes. This setting is proceeded by 
Owner, the SmartContract creator. Owner Node sets the 
account address of a connectable Sensor Node as an argument 
of the registration function and registers with the IoT 
Gateway by generating a transaction.  

 
(2) Activation of Sensor Node  

The Sensor Node registered in the IoT Gateway uses his 
account address to access the IoT Gateway and activates its 
own sensor data channel. Activation is programmed to spend 
virtual currency as fees. Then it is possible to set the number 
of data that can be buffered and set the fees for sensor data 
exchanges.  

 
(3) Sending sensor data  

The virtual currency is also required when Sensor Node 
registers data received from sensor device to IoT Gateway as 
fees. This specification can expect the effect of suppressing 
unnecessary data registration to the IoT system. Since we are 
assuming small capacity data delivery this time, we decided 
to treat direct data as a transaction in the BlockChain. When 
the sensor outputs a large amount of data, since the load of the 
transaction in the BlockChain is large, it is necessary to have 
a separate data delivery mechanism.  
 

In this implementation, when sensor data from Sensor 
Node is stored in a preset number of buffers in the IoT 
Gateway, this IoT Gateway asserts an event to notice 
outside. The Gateway Node is set to receive the event via 
the geth program and receives data from the SmartContract 
when it receives the event. This access requests fees of the 
virtual currency of the amount set beforehand by the 
Sensor Node at the time of activation, and this setting can 

be expected to prevent unscrupulous data access without 
permission.  
 

 
Figure 2: IoT Gateway by SmartContract 
 

4 PROTOTYPE IMPLEMENTATION AND 
EVALUATION  

To clarify the usage conditions of the configuration model 
discussed in Chapter 3, we combined the IoT system with the 
existing BlockChain and the evaluated characteristics as a 
system. Especially we focused on the sensor data transfer 
latency time from a viewpoint of one IoT system, and 
evaluated the dependency relationship with the logical 
network configuration and the number of mining nodes. 
 

4.1 Evaluation environment and method 

Figure 3 shows the configuration of the environment used 
for this evaluation. Ethereum Private Net was constructed by 
implementing Ethereum 's client program geth on the server' 
s container, Note PC and IoT module. Furthermore, IoT 
SmartContract, which is an IoT API, is implemented in the 
BlockChain net and it was created in advance as a transaction 
in the BlockChain. 

Three types of Nodes were prepared for evaluation. The first 
one is a general Node which is a contract Owner. The second 
one is a Sensor Node that uploads sensor data to the 
BlockChain. The third one is a Gateway Node that takes 
sensor data from the BlockChain. Each node assigns an 
account address of the BlockChain.  

The evaluation script sends test data to the SmartContract 
and measures the time the event returns from the 
SmartContract. These sending and measurement are executed 
for the specified number of times. Mining Node for blocking 
transactions in the BlockChain is a Node running on a PC or 
a container connected to the network. And the execution 
instruction of the Mining process was manually performed.  
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Figure 3: Overview of Logical nodes connection 

 

4.2 Evaluation contents and results  

In this research, two kinds of data transfer latency times 
were evaluated.  

 
(1) Data transfer latency time by physical connection  

This evaluation measures the data transfer latency time in 
"Node - SmartContract - Node" by changing the physical 
connection form of Node in the BlockChain. We made 100 
data accesses in each physical connection form.  

Six types of physical connection were prepared. Figure 4 
shows these connection modes. 'Y' in the green box is a Node 
with sensor data. 'Z' in the blue box is Mining Node. Pattern-
1 indicates that the constituent Nodes A to D are mutually 
connected. In Pattern-2, configuration nodes A - D are 
connected in an annular shape. Pattern-3-1 to Pattern-3-4 are 
connection embodiments in which the number of Mining 
Nodes is changed from Node having sensor data. The yellow 
arrows indicate the expected direction of propagation of the 
issued transaction. The blue dotted arrows indicate the flow 
of the transaction after Mining.  

Figure 5 shows the latency time results for each connection 
pattern. There was no significant difference between the 
minimum value and the average value of the latency time in 
any of the physical connection patterns, but as for the 
maximum value, the deflection becomes larger as the physical 
distance becomes farther.  

 
(2) Data transfer latency time by mining number  

Next, we measured the latency time when changing the 
number of mining nodes with the same net structure. Figure 6 
shows the pattern of the BlockChain network evaluated. As 
well as the evaluation of (1), the latency time of data transfer 
was measured with a pattern in which Mining Node was 
increased from 1 to 4 patterns.  

 
Figure 7 shows the latency time in each mining pattern. The 

variance of the latency time when the mining number = 1 is 
wide, but as the mining number increases, the variation of the 
latency time is contained. 

 

 

 
Figure 4: Various Connection Patterns with 1-Miner 
 

 

 
Figure 5: Latency time of each Pattern with 1-Miner 

 
 

 
Figure 6: Various patterns of Mining Nodes 
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Figure 7: Latency time on various Mining Patterns 

 

5 CONCLUSION 

In this prototype, by implementing the function of IoT 
Gateway on the SmartContract of the BlockChain, we were 
able to operate normally as an IoT system. However, we 
found that the latency time of IoT data transmission may take 
more than one minute. The result of the evaluation shows that 
the scope of application of this IoT system is not general 
purpose and limited. For example, this system is suitable for 
monitoring natural environment, health, etc., which does not 
expect real-time reaction, and it is not suitable for machine 
control and warning detection expecting quick response. 
However, since the propagated data inherits the basic function 
of the BlockChain, no one can tamper with it. 

Moreover, when using existing BlockChain as the IoT 
system, each node has a logical connection link with plural 
nodes, a stable mining cycle can be realized by preparing a 
plurality of mining nodes, and It is possible to reduce 
variations in latency time of data propagation. Although this 
evaluation used Ethereum, it is BlockChain which is used for 
ordinary virtual currency transactions, and it is a system 
assuming operation at PC and server, but it was able to 
operate comfortably in IoT system as well. However, the 
computer resources to use seems to be slightly heavy in the 
current IoT system, but future hardware evolution will reduce 
those problems. 

There are improvements in mining and SmartContract 
implementation when assuming BlockChains specialized for 
IoT. In mining, control of the mining cycle is necessary to 
reduce the power consumption of the IoT system. With this 
function, if data transmission does not come for a while, 
mining can be stopped. In addition, granting of mining node 

privileges is necessary to stop illegal acquisition of virtual 
currency.  

For SmartContracts, there are improvements in the method 
of calling it. In the current BlockChain, the SmartContract is 
called with an address indicated by a number. However, due 
to a malfunction or improvement of the SmartContract itself, 
when version upgrade is done, it is necessary to change the 
address of the new SmartContract in some way. In order to 
solve this problem, it is necessary to call a SmartContract 
name or a secure delivery method of a SmartContract address.  

By using the BlockChain, although overhead of the 
BlockChain itself occurs, it is thought that the feature that 
transaction cannot be tampered can be effectively used in the 
IoT system as a method of "Security by Design". 
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NTT Secure Platform Laboratories
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Machine A

Malware

Machine B

Olympic Destroyer

 For the PyeongChang Winter Olympics in February 2018, targeted attacks on Olympics-
related organizations occurred from the beginning of the year, and several incidents caused
damage around the time of the opening ceremony…
・ Public Web site down ・ Press center network connection down 
・ Stadium wireless LAN down ・ Drones unable to fly, etc.

 NTT Laboratories obtained and analyzed the malware used in the attack

⇒ Cyberattacks objective was clearly to “disrupt the event”. The techniques used and
other information also suggested a high probability that Russia was involved

Destructive
behavior

Credential fraud

Remote copy and execution

exe1

exe2

exe3
Self  copy

Malware

Initial 
contamination 
route is unclear

More credentials 
gained with each 
infection

Copy of defrauded 
credentials added 
to self
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Endpoint Security (Generating highly accurate IOC for MDR)

CustomerCustomer

Security Operations CenterSecurity Operations Center
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User System

System

Network SecurityNetwork Security

System SecuritySystem Security

Usable
Privacy and Security

Human Computer 
Interaction (HCI)

Networking

System

• Research Approach (1): Discover privacy and security gaps and make system
improvements

• [User awareness/behavior]: Work on observational experiments using real users to understand the
cause of the user ’s unawareness or inappropriate operation

• [System behavior]: Research attack technology (side-channel/vulnerabil i ty attack, etc.) and
look for potential security/privacy violations in real systems

• Research Approach (2): Improve all types of countermeasure technology, based on
security gaps

• [End users]: Novice recognition, behavior styles, understanding principles used to deceive, and
apply them in advanced honeypots that mimic human behavior

• [Security Operators]: Understand expert analytical know-how and offer “security intell igence” by
quantifying importance and procedures and formalizing knowledge

• [Attackers]: Understand behavioral principles, l ike how targets are selected and use in attacker
identifying/counterattack technology as decoy systems/information that can fool attackers

Usable Privacy and Security
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Mirai Attack Mechanism - Analysis by NTT Laboratories -

Attacker protected by DB server 
on hosting service

Bullet‐proof host (VPS) Target

CNC

Distributor

Database
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monitoring, etc.

Receive scan results, download Mirai binary 
to successfully logged in terminals

High‐speed
telnet port scan

Scan receiver

Brute‐force 
(dictionary) attack

https://krebsonsecurity.com/2016/10/source-code-for-iot-botnet-mirai-released/
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IoT Ransomware?! - Coming Soon -

https://www.reddit.com/r/Bitcoin/comments/56m0qu/the_internet_of_ransomware_things/
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IoT device anomalous behavior detection technology
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New Security Technologies for IoT/OT
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Various OSs

Encryption 
operation

ID, Authentication info. Authentication server

Initial registration 
server

(send private data to 
device)

Authentication 
result

Provisioning

Authentication protocol

Secret data

Authentication client

■ Conventional method Issue 1: Passwords. Operation with simple passwords,
management of authentication data on authentication server

■ Conventional method Issue 2: Certificates.    Cost of issuing certificates and operations

No need to 
manage 
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each device

Password or 
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Security Orchestration

 Generate communication white list 
from IoT device communication 
characteristics

 Control anomalous communication 
from attacks, etc. (alerts, interception)

Operation
Center

IoT Configuration Management

 Accurately identify/estimate devices by 
analyzing commonly used ARP frame 
output characteristics and using noise 
cancelling, even under harsh operating 
conditions in a LAN environment, to 
understand the device configuration in 
the LAN.

 Use graph theory, etc. to detect traffic 
not from usual counterparts

 Discover IoT devices with vulnerabilities 
from device characteristic information

C&C
Server

Server under 
attack

Legitimate 
server

Devices

xGW

Servers unregistered 
in white-list

IoT Configuration Management and IoT Security Orchestration 
Technologies
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Industrial Protocol Attack Monitoring and Protection Technology

http://www.ntt.co.jp/news2018/1804/180425b.html

 InteRSePT® is composed of “Real-time detection/handling” and “Security integration management”
 Sensor and other data on the network is comprehensively monitored to detect malicious cyberattacks 

using control commands that were difficult to deal with using earlier technology
 Security rules can be changed in real time for each operational state of the devices handled, to detect 

anomalies quickly, handle unknown cyberattacks quickly, and maintain  system availability.

Develop Market
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- Decrease cost and save 
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- Reduce processing time
increasing data 
processing speed
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Cyberattack Targeting Critical Infrastructure

https://the01.jp/p0001741/ http://gblogs.cisco.com/jp/2016/03/syber-attack-in-ukraine/
https://eset-info.canon-its.jp/malware_info/trend/detail/160308.html
http://www.independent.co.uk/travel/news-and-advice/united-airlines-flight-delays-cyber-attack-heathrow-a7360641.html
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IC Passports: Significance and Authenticity Checking

Excerpt from: http://www.mofa.go.jp/mofaj/toko/passport/ic_kaishi.html

An IC passport has a plastic card with a contactless IC 
(Integrated Circuit) chip built into the center of the 
passport booklet. It stores basic passport information 
including the passport holder’s name, nationality, birth 
date, and passport number, as well as a facial image 
read from the photo in the PDF of the passport 
application.

------------------------------------------------------------

The introduction of IC passports has made it easy to 
discover forgeries that have substituted the facial image 
by just comparing with the data recorded on the IC chip.

As devices able to compare the facial images recorded 
on the IC chip with the face of the person presenting it 
are gradually introduced at ports of entry/exit in many 
countries, it should be effective against attempts to 
impersonate other people in the future.
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Communication Network

Cloud serverOperation center

Server device

Control device

“Trust reference points (Trp)”

Realizing strong protection of basic data 
used to check authenticity using a 
security chip to the latest international 
standard (TMP2.0) and encryption 
technology

Building the “chain of trust”

Realizing a chain of trust able to check 
authenticity of entire facilities composed 
of (hundreds or thousands of) servers 
with hundreds of thousands of files per 
server.

Original-info. 
Mgmt. center

Maintenance 
vendor

Trp

Trp Trp Trp

Trp

Trp

Trust 
Origin

• Build a chain of trust (trust reference points) and reliably detect any system falsification
occurring on a large-scale system, system-wide and from startup through operation

Hardware (Security chip)

OS

Authenticity
check

Ordinary software
(control/communicati

on system, etc.)

Check

Detecting System Falsification with Authenticity Checking 
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Communication Network

Cloud ServerOperation center

Server Device

IoT Anomaly Detection Technology

Implement detection that can adapt automatically to 
diversifying IoT devices and handle unknown 
attacks by using AI technology (unsupervised deep 
learning).

Real Time Detection and Processing Technology

Implement detection that can handle particularities 
of control communication, with signals from multiple 
devices having unique packets overlapping within 
several milliseconds.

IoT GW

IoT GW
IoT GW IoT GW

IoT GW

Analysis 
Server

• Implement technology to monitor the state of IoT device traffic using IoT-gateways placed in
the IoT network, and perform anomaly detection and cause classification using deep
learning. Also implement detection technology able to handle the particularities of control
communication.

Anomaly Detection for IoT Devices and Control Communication

Control device

Original-info. 
Mgmt. center

Maintenance 
vendor
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Next Generation Mobility Security

Car SOC

ECU ECU

ECU ECU

False Positive

Car Makers/
Suppliers

Various Kinds
of Servicers

Countermeasure
in Vehicle

AttackersCountermeasure
in Cloud

DCM GW

Attack
Detection
in Vehicle

Service
Service

Vulnerability

Threat
Attack

Detection
in Cloud

Advanced Attack Detection in Cloud
Detection of unknown attack and presage by
massive-data analysis of various traffic/logs,
unification analysis of plural-vehicle data and
NW traffic correlation analysis

Quick Attack Detection in Vehicle
Quick detection of attacks that threaten safety
by analyzing important traffic/logs including
vehicle control messages in real time

ECU
Update

- Interception of unauthorized
communication

- Correction of ECU defect
- Update of normal model
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Treasure-trove Story

https://codezine.jp/article/detail/9095
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Anonymized Data Concept

■ If personal data is anonymized, it can be provided to third parties without consent
■ It can also be used for purposes beyond the provider’s intentions

Individual
Business gathering personal 

information (provider)
Third Party (recipient)

Personal 
data

Processing

Not agreeing to 
provision to 3rd parties

Anonymized 
data

Provision to 3rd parties
(sold, etc.)

Processed so that personal 
data cannot be reproduced

Anonymized 
data

Re-identification prohibited
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Creating Anonymized Data

Anonymized data is “Data regarding people that has been processed so that a 
particular person cannot be identified from the personal information”. In creating it, 
all of all regulations 1 to 5 stipulated in Article 19 of the enforcement regulations*1

must be met.

[1] Delete descriptions which can identify a specific 
individual

[5] Take appropriate action considering the 
properties and differences between descriptions 
in personal information

[4] Delete idiosyncratic descriptions

[2] Delete personal identification codes

[3] Delete linkage codes which link personal 
information and obtained information

Processing examples*2

Delete biometric data (face, iris, fingerprints, palm 
prints, etc.) converted to digital form, as well as 
passport numbers, driver’s license numbers, etc. 

For service member data, decentralize management 
of names and purchase histories, and delete IDs if 
linked to an administrative ID. 

Delete information about very expensive purchases, 
the very elderly, etc. 

If there is data regarding elementary school students 
over 170 cm tall, replace it with “150 cm or taller”.

Delete names, birthdates, street addresses.
and replace names of cities, states, etc.

*1 Personal Information Protection Act Enforcement Rules (Oct. 5, 2016, Personal info. protection commission rules No. 3)
https://www.ppc.go.jp/files/pdf/290530_personal_commissionrules.pdf
*2 Source: R, Osumi,K. Takahashi: “Personal Data Anonymization and Use,” (Seibunsha)
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Simple Anonymization Method

● Simple deletion of names, addresses, etc. is not sufficient to
protect privacy

There is a risk that individuals could 
be identified by combining attributes 

and comparing with other data

Name Address Sex Age Occupation

Sato
Shinjuku, 

Tokyo
M 45

Company 
Employee

Suzuki Mitaka, Tokyo M 41
Company 
Employee

Abe
Shinjuku, 

Tokyo
F 37 Homemaker

Nagasa
wa

Shinagawa, 
Tokyo

F 35 Homemaker

Yamamo
to

Funabashi, 
Chiba

M 51 Self-employed

Kobayas
hi

Chiba City, 
Chiba

M 57 Self-employed

Uchida
Kashiwashi, 

Chiba
M 59 Self-employed

Delete

Name Address Sex Age Occupation

Sato
Shinjuku, 

Tokyo
M 45

Company 
Employee

Suzuki
Mitaka, 
Tokyo

M 41
Company 
Employee

Abe
Shinjuku, 

Tokyo
F 37 Homemaker

Nagasawa
Shinagawa, 

Tokyo
F 35 Homemaker

Yamamoto
Funabashi, 

Chiba
M 51 Self-employed

Kobayashi
Chiba City, 

Chiba
M 57 Self-employed

Uchida
Kashiwashi, 

Chiba
M 59 Self-employed
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Advanced Anonymization Method (k-Anonymization)

●Data processing based on “k-anonymity”, a typical index of safety
– k-anonymization: Data rounding (generalization) ⇒ Useful?

Name Address Sex Age Occupation

Sato Tokyo M 40s Company Employee

Suzuki Tokyo M 40s Company Employee

Abe Tokyo F 30s Homemaker

Nagasaw
a

Tokyo F 30s Homemaker

Yamamot
o

Chiba M 50s Self-employed

Kobayas
hi

Chiba M 50s Self-employed

Uchida Chiba M 50s Self-employed

Cannot be narrowed down to less 
than k people with the same 

information (k people with this data)

Generalize

Name Address Sex Age Occupation

Sato
Shinjuku, 

Tokyo
M 45

Company 
Employee

Suzuki
Mitaka, 
Tokyo

M 41
Company 
Employee

Abe
Shinjuku, 

Tokyo
F 37 Homemaker

Nagasawa
Shinagawa, 

Tokyo
F 35 Homemaker

Yamamoto
Funabashi, 

Chiba
M 51 Self-employed

Kobayashi
Chiba City, 

Chiba
M 57 Self-employed

Uchida
Kashiwashi, 

Chiba
M 59 Self-employed
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Anonymization Method Developed by NTT (Pk-Anonymization)

●Data processing based on a new index of safety with safety
theoretically equivalent to k-anonymization called Pk-Anonymization

– Pk-Anonymization: Data rewriting (randomization)

Name Address Sex Age Occupation

Sato
Shinjuku, 

Tokyo
M 57

Company 
Employee

Suzuki
Mitaka, 
Tokyo

M 41 Self-employed

Abe
Funabashi, 

Chiba
F 37 Homemaker

Nagasaw
a

Shinagawa, 
Tokyo

M 35 Homemaker

Yamamot
o

Shinjuku, 
Tokyo

M 51
Company 
Employee

Kobayas
hi

Chiba City, 
Chiba

M 45 Self-employed

Uchida
Kashiwashi, 

Chiba
F 59 Self-employed

Maintains safety equivalent to 
k-anonymization and preserves 

data usability

Random-
ization

Name Address Sex Age Occupation

Sato
Shinjuku, 

Tokyo
M 45

Company 
Employee

Suzuki
Mitaka, 
Tokyo

M 41
Company 
Employee

Abe
Shinjuku, 

Tokyo
F 37 Homemaker

Nagasawa
Shinagawa, 

Tokyo
F 35 Homemaker

Yamamoto
Funabashi, 

Chiba
M 51 Self-employed

Kobayashi
Chiba City, 

Chiba
M 57 Self-employed

Uchida
Kashiwashi, 

Chiba
M 59 Self-employed
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What is Secure Computation?

Ms. A

Mr. B

Ms. C

(1) Partitioned
transmission52

28

107

-33

12

83

(2) Computation using
partitioned data

(52+107+12)/3=57

(28-33+83)/3=26

(3) Compute result

57+26=

Random 
partition so 
the sum is 80

A: 52
B: 107
C: 12

A: 28
B: -33
C: 83

Computer 2

Computer 1

Compute the average of three peoples’ test scores, 
without revealing the individual scores.

Scores of the three
subjects are never 
available during the 

computation
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First Implementation of Genome Analysis using Secure 
Computation

NTT and Tohoku University Tohoku Medical Megabank (ToMMo) have for the first time, 
implemented a method able to accurately analyze for correlations between human genome 
variations and diseases, using secure computation technology (Fisher’s exact test)

Secure computation system 
“ SANSHI® ”

Genome data

Fisher’s exact test

Medical
facility A

Research 
facility B

Research 
facility C

Test results

Secure computation 
engine

Medical
facility A

2. Implement 
Fisher’s exact test

3. Get only result of 
analysis, still encrypted.

Research 
facility C

1. Collect genome data 
without releasing it to 

each other

4 1

Research 
facility B

--July 12, 2016 press release--
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1. Cat-and-Mouse

2. Non-IT ”IoT/OT” fields

3. Protecting critical infrastructure

4. Data utilization in society

5. Singularity (2045 problem)

Table of Contents / Amid environmental changes involving Cyberspace
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Source: Wikipedia “Technilogical singularity”

By 2045, a $1,000 computer will have performance of approximately 10 peta FLOPs, which is ten 
billion times that of the human brain and a sufficient base for AI to reach a technical singularity

Singularity (2045 problem) - Kurzweil’s Law of Accelerating Change -

32Copyright©2018  NTT Corp. All Rights Reserved.

https://the01.jp/p0003285/
https://roboteer-tokyo.com/archives/5734

Research on automation of hacking, AI hacking, etc. 
has already begun. The fact that Mayhem placed 14th

at DEFCON, solving problems without human help in 
a contest with the best hacking teams in the world 
shows how far R&D has progressed…

Appearance of AI at the World’s Largest Security Hacking 
Conference (2017)…
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Procedure for identifying vulnerabilities

Use a similar-text search algorithm to compute similarity between machine 
language instructions and find replicated vulnerabilities…

Machine language 
instruction 
sequence

at a vulnerability

push REG
mov REG REG
mov REG VAL
call MEM
・・・

Machine language 
instruction sequence

in an executable file being 
searched

mov REG REG
push REG
mov REG REG
push REG
push REG
mov REG MEM
mov REG MEM
lea REG MEM
・・・

Compute similarity

Computing similarity

Similarity 
xx% 

1. Disassemble, normalize 2. Compute
similarity

3. Determine whether
vulnerability exists

AI Hacking-related Technology (Identifying vulnerable points)

34Copyright©2018  NTT Corp. All Rights Reserved.

Executed code blocks 
marked

Extract 
unexecuted 
functions

Symbolically execute function internals 
and extract API calls

CreateFile(“a.txt”)

WriteFile("bbb")

Potential API call extraction

Use static analysis to extract API call data (API names, parameters) 
from the parts of the original code not executed during dynamic 
analysis…

AI Hacking-related Technologies (identifying attack processes)
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(1) Assuming AI will be applied, anticipate its 
effects on people, society, and industry and 
relationships among them

From development of AI to implementation in society
(2) Check current laws with knowledge 
of AI and analyze individual concerns

Regulations for AI vehicles and machinery
Resolving problems occurring in operation

Under what sort of system can personal 
data, including medical/genome data, be 
used by AI, etc. to contribute to society

Pros and cons of using AI for
evaluation and profiling of people

(3) Propose a new legal system for 
the AI age to create new legislation 
in the future

．
．
．

・Protecting personal 
information
・Privacy
・Infringement on other rights
etc.

Promote 
implementation of an 

AI society by 
realizing a legal 

system for the future
C

ur
re

nt
 la

w
s

AI *RIKEN Center for 
Advanced Intelligence 
Project (AIP) and NTT 
Labs are dong joint 
research in this area

Technical development of AI will bring great change and diversification in human thought and behavior, and 
assumptions regarding societal structures, so research on legal systems, which function as societal standards 
is also becoming crucial.

Related activity in Japan:
・Japanese Society for Artificial Intelligence “Ethical guidelines” http://ai-elsi.org/archives/471
・MIC “AI Networked Society Promotion Council” http://www.soumu.go.jp/main_sosiki/kenkyu/ai_network/

Legal System using ML/AI
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Moving Forward Together

Thank you for your kind attention!

International Workshop on Informatics  ( IWIN 2018 )

68



Session 3: 
Multimedia Systems 

( Chair: Katsuhiko Kaji ) 





A Method for Video Advertisement Insertion on Smartphone 

Yoshia Saito* 

*Faculty of Software and Information Science, Iwate Prefectural University, Japan
y-saito@iwate-pu.ac.jp

Abstract – 
In this research, we propose a method for video 

advertisement insertion on smartphone. The method have an 
algorithm which estimates a comfort timing to insert a video 
advertisement using the acceleration data at the time of 
watching a video. To create the algorithm, we formulated 
three hypotheses; (1) Viewers who watch video contents on 
smartphones sitting on chairs change their posture when 
they take a short breath, (2) The postural change can be 
detected by analyzing acceleration data from the 
accelerometer of the smartphone, (3) The timings of the 
postural changes correspondent with timings of a scene 
change on the video content and one of the timings is an 
appropriate timing to insert a video advertisement. We 
conducted a preliminary experiment and found these 
hypotheses were true. On the basis of the finding, we 
proposed an algorithm which estimates a comfort timing 
using the acceleration data to detect a viewer’s postural 
change. The evaluation results showed accuracy rate of the 
proposed algorithm was 86% and useful in terms of practical 
usage. 

Keywords: Video Advertisement, Insertion Algorithm, 
Smartphone, Accelerometer 

1 INTRODUCTION 

In recent years, video sharing services introduce a 
business model which inserts video advertisements in their 
video contents in the same manner as TV. The business 
model becomes popular with increase of smartphone users. 
Major video sharing services such as YouTube [1] and 
niconico [2] provide smartphone applications to users and 
the smartphone applications insert video advertisements to 
make a profit. Therefore, many smartphone users have to 
watch video advertisements on the video sharing services. 

There are three types of video advertisements, which are 
pre-roll, post-roll and mid-roll. The pre-roll video 
advertisement inserts a video advertisement before video 
start. The post-roll inserts a video advertisement after video 
end. The mid-roll inserts a video advertisement viewing a 
video content like TV commercials and becomes popular in 
recent years. Adobe reports the mid-roll video advertisement 
is engaging commercials which have high completion 
rate [3]. The mid-roll video advertisements will be used 
even further in the next several years.  

We have proposed a video advertisement insertion 
method which does not interfere with video viewing to make 
viewers accept the video advertisements [4]. In the previous 
work, it analyzes characteristics of viewers’ comments for 
the video content. It enables viewers to watch videos more 

comfortably without feeling of interruption of their video 
viewing by the video advertisement insertion. However, 
there are two issues in the previous method. The first issue 
is that the previous method does not apply to various video 
sharing services. This is because it needs special kind of 
viewers’ comments with playback time such as comments 
on the niconico. The second issue is that the previous 
method has room for improvement of viewers’ experience. 
This is because it does not personalize the timing of video 
advertisement insertion in spite of difference of the right 
timings for each viewer. 

In order to solve these issues, based on the fact that the 
number of users watching videos on smartphones has 
increased rapidly, it is worthwhile considering a method 
using smartphone sensor information. In this research, we 
use acceleration information from the accelerometer of the 
smartphone at the time of watching video contents. We try 
to find relationship between the acceleration information 
and appropriate timings for video advertisement insertion. 
Utilizing the relationship, we propose a method which 
estimates an appropriate timing to insert a video 
advertisement for each viewer. 

2 RELATED WORK 

2.1 Video Advertisement Insertion 

There are studies of interactive advertising to provide 
interactivity to the advertising [5-8]. The interactive 
advertising allows selecting appropriate ads according to the 
viewers and changing video length and display methods. 
Our research is regarded as one of technologies for 
interactive advertising. Tao Mei et al. [9] proposed a scheme 
of appropriate video ad insertion for online videos. In this 
research, the appropriate timing for video advertisement 
insertion is determined detecting an unattractive video shot 
boundary. The unattractive video shot boundary is detected 
by importance of the scene audio-visually. Since this 
research analyzes video image and audio in detail, the 
processing cost will be high when it applies to a large 
number of videos on the video sharing services. Our study 
aims to find other approaches which estimate the 
appropriate timing for video advertisement insertion without 
heavy audio-visual processing. 

3 HYPOTHESES FORMULATION 

In this section, we indicate possibility that there is a 
relationship between human motion and degree of interest. 
We also describe existing techniques of sensing for human 
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motion to choose what sensor is appropriate for estimating 
human motion on smartphones. Then, we formulate 
hypotheses in order to create a new method. 

3.1 Human Motion and Degree of Interest 

There are several techniques for estimating human motion 
by sensor devices on the smartphone. There are also some 
studies which show a relationship between human motion 
and degree of interest. 

The relationship between eye motion and degree of 
interest is well-known [10-13]. The data of eye motion can 
be acquired by eye-tracking techniques. However, high 
accurate eye-tracking techniques require special devices for 
eye tracking or strict restrictions of the measuring 
environment. It is difficult for smartphone users to prepare 
for the special devices and strict restrictions force 
inconvenience upon the users. For these reason, the eye 
motion is not suitable to estimate viewers’ degree of interest 
on the smartphone. 

The relationship between posture and degree of interest is 
mentioned [14]. People change their posture at intervals 
from 15 to 20 minutes at the time of sitting because of 
fatigue [15, 16]. Meanwhile, their postural change hardly 
occurs when they are interested on something. We can apply 
this knowledge to a method which estimates an appropriate 
timing to insert a video advertisement for each viewer if we 
can detect viewers’ postural change by smartphone sensors. 

There are a lot of techniques to estimate body motion 
using sensors. Visual analysis using video data taken by 
camera devices is one of the techniques. However, usage of 
camera devices causes large power consumption and it is a 
disadvantage especially on the smartphone. Visual analysis 
is not appropriate to estimate body motion. Estimation of the 
body motion using acceleration information is popular and 
light-weight techniques [17, 18]. Most of smartphones have 
accelerometer and many researchers study estimating body 
motion of the smartphone users from the acceleration 
information. These research shows various states of 
smartphone users such as sitting, standing, walking, running, 
going up and down the stairs and so on can be discriminated. 
Usage of accelerometer to detect postural change of 
smartphone users is reasonable. 

3.2 Hypotheses 

Our previous work shows appropriate timings for video 
advertisement insertion corresponded with timings of scene 
changes on the video content. The viewers may change their 
posture in scene changes on the video content. We formulate 
three hypotheses as follows. 

 
1. Viewers who watch video contents on smartphones 

sitting on chairs change their posture when they take 
a short breath. 

2. The postural change can be detected by analyzing 
acceleration data from the accelerometer of the 
smartphone. 

3. The timings of the postural changes correspondent 
with timings of a scene change on the video content 

and one of the timings is an appropriate timing to 
insert a video advertisement. 

 
If these hypotheses are true, we can create a new method 

which estimates an appropriate timing for each individual to 
insert a video advertisement by analyzing acceleration data 
from the accelerometer of the smartphone. 

4 PRELIMINARY EXPERIMENT 

We conduct a preliminary experiment to reconfirm if 
there are difference of right timings to insert a video 
advertisement for each viewer and test the hypotheses.  

4.1 Methodology  

We select 5 videos at random from several videos which 
were used in the previous work. We ask 3 participants for 
cooperation, who are in their twenties and thirties and have 
used some video sharing services. At first, we explain about 
the experiment to the participants. They watch the 5 videos 
in random order on a smartphone sitting on a chair. We 
shoot a video to record their watching situation. In the 
smartphone, an application which records acceleration data 
from the accelerometer is running. After watching the 
videos, we carry out a questionnaire survey to ask the 
participants top 3 comfort timings if a video advertisement 
is inserted. We explain the participants the length of the 
video advertisement is about 15 seconds. Then, we 
interview the participants showing the recorded video. 
Table 1 shows the overview of the experiment.  
 

Table 1: Overview of the experiment 

Participants 3 people in 20s and 30s who have used video 
sharing services

Smartphone Nexus 5

Videos

Video 1: 3D action game [19]
Video 2: 2D action game [20]
Video 3: 3D action game [21]
Video 4: 2D action game [22]
Video 5: 3D action game [23]

Condition Sitting on a rotary chair with backrest (seat 
height: 30 cm)

Procedure

1. Receive an explanation about the overview
of the experiment

2. Watch the 5 videos in random order
3. Answer top 3 comfort timings if a video 

advertisement is inserted 
4. Take an interview about the comfort timings.

 
 

4.2 Results 

At first, we reconfirm whether there are differences of 
right timings to insert a video advertisement for each viewer 
or not. Tables 2-6 show the top 3 comfort timings in the 5 
videos for each participant. These results show there are 
differences of the right timing for each participant. We 
found the participants had characteristic features to select 
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the comfort timings. The participant A tended to select the 
1st comfort timing in early scenes. The participant B tended 
to select the 1st comfort timing in late scenes. We 
reconfirmed that it was necessary to personalize the timing 
of video advertisement insertion because there was 
difference of the right timings for each viewer.  

We also checked the recorded video. The participants 
changed their posture in the scene change and the timings of 
the postural change matched their comfort timing. The 
postural changes rapidly increased the resultant acceleration 
of 3-axis. These results show monitoring the rapid increase 
of the resultant acceleration can detect postural changes of 
the viewers and estimate one of their comfort timings to 
insert a video advertisement in the video content. 

Table 2: Comfort timings for each participant in video 1 

Participant A Participant B Participant C

1st comfort timing 01:47 07:00 01:08

2nd comfort timing 00:09 06:43 01:47

3rd comfort timing 06:30 01:47 06:43

Video 1

Table 3: Comfort timings for each participant in video 2 

Participant A Participant B Participant C

1st comfort timing 01:00 09:49 01:23

2nd comfort timing 01:41 10:41 10:41

3rd comfort timing 09:41 05:45 09:41

Video 2

Table 4: Comfort timings for each participant in video 3 

Participant A Participant B Participant C

1st comfort timing 01:23 10:50 07:09

2nd comfort timing 02:19 11:11 10:50

3rd comfort timing 07:09 06:14 11:11

Video 3

Table 5: Comfort timings for each participant in video 4 

Participant A Participant B Participant C

1st comfort timing 01:39 07:10 01:39

2nd comfort timing 01:44 09:38 07:10

3rd comfort timing 07:10 10:16 03:45

Video 4

Table 6: Comfort timings for each participant in video 5 

Participant A Participant B Participant C

1st comfort timing 03:41 10:51 05:44

2nd comfort timing 05:44 06:50 06:50

3rd comfort timing 06:50 11:15 11:15

Video 5

5 PROPOSED METHOD 

The preliminary experiment shows the possibility of 
estimating a comfort timing for each viewer to insert a video 
advertisement utilizing their postural change which can be 
detected by the rapid increase of the resultant acceleration of 

3-axis. On the basis of the finding, we create an algorithm
for video advertisement insertion.

5.1 Algorithm for Video Advertisement 
Insertion 

Figure 1 shows a flowchart of the algorithm for video 
advertisement insertion using an accelerometer on the 
smartphone. In the algorithm, it calculates a test statistic 
based on acceleration values for outlier detection which 
means occurring the viewer’s postural change. The test 
static Ti can be calculated using Accelerationt, Et, SDt at 
time t. Accelerationt denotes the resultant acceleration of 3-
axis at time t. Et denotes the average of the resultant 
acceleration from the video start to time t. SDt denotes the 
standard deviation of the resultant acceleration from the 
video start to time t. Tt is calculated by the following 
equation. 

Tt = | ( Accelerationt - Et ) | / SDt 

The outlier can be detected when the following inequality 
is completed. 

Tt > 2 * SDt 

If the outlier is detected, the algorithm waits for reaching 
a next shot boundary. In the next shot boundary, the video 
content is stopped and a video advertisement starts. After 
completion of the video advertisement, the video content 
restarts and the algorithm terminates the process of the video 
advertisement insertion. 

End

Tt > 2 * SDt

Calculate the following values at fixed intervals.

Resultant acceleration of 3-axis at time t :
Accelerationt

Average of the resultant acceleration 
from the video start to time t :

Et
Standard deviation of the resultant acceleration

from the video start to time t :
SDt

Test statistic at time t :
Tt = |(Accelerationt – Et )| / SDt

Restart the video content

Start

Stop the video content and play a video advertisement

false

true

Wait for reaching a shot boundary

t++
Video 
end 

true

false

Figure 1: The flowchart of the algorithm for video 
advertisement insertion 
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5.2 System Design 

We assume the algorithm for video advertisement 
insertion is implemented on the smartphone as an 
application for video viewing. A video advertisement and 
acceleration data are input to the algorithm. The algorithm 
outputs less than one comfort timing for each viewer in the 
video content. 

 Figure 2 shows the system design of the proposed 
method. The proposed system have two servers, which are 
for video sharing and video advertisement. Video uploaders 
submit their video contents to the video sharing server. 
Advertising sponsors provide video advertisements to the 
video advertisement server. Video viewers have 
smartphones with a smartphone application for video 
viewing which has the algorithm for video advertisement 
insertion. The smartphone application plays a video content 
from the video sharing server. Shot boundaries of the video 
content are detected by existing techniques for shot 
boundaries detection and it lies outside the scope of our 
research. While the video viewer is watching the video 
content, the algorithm for video advertisement insertion 
monitors acceleration data of the smartphone. The 
smartphone application stops the video content temporarily 
and starts a video advertisement from the video 
advertisement server when the algorithm estimates the 
timing is comfort for the viewer. After that, the video 
content restarts without any more video advertisement in the 
viewing. Note that we suppose the algorithm works only 
when the video viewer is sitting on a chair and the viewer 
watches the video holding the smartphone without video 
skip. In case of other conditions, new routines should be 
added to the algorithm. 

 

Video 
advertisement

serverAdvertising 
sponsors

Video 
uploaders

Video ads

Video 
contents

Video
viewer

Video
sharing
server

Smartphone
application for
video viewing

Video 
content

Video ad

Play
video

Insert
video ad

Algorithm for
Video 

advertisement
insertion

 
 

Figure 2: System design of the proposed method 
 

6 EVALUATION 

We evaluate the performance of the proposed algorithm 
for video advertisement insertion using an accelerometer on 
the smartphone. Comparing the previous algorithm, we 
verify the proposed algorithm estimates a better comfort 
timing for each viewer. 

6.1 Methodology 

The evaluation is conducted in the same manner as the 
preliminary experiment. We use 5 videos which are same 
videos in the preliminary experiment. We ask 10 
participants for cooperation, who are in their twenties and 
thirties and have used some video sharing services. At first, 

we explain about the experiment to the participants. They 
watch the 5 videos in random order on a smartphone sitting 
on a chair. We shoot a video to record their watching 
situation. In the smartphone, an application which records 
acceleration data from the accelerometer is running. After 
watching the videos, we carry out a questionnaire survey to 
ask the participants top 3 comfort timings if a video 
advertisement is inserted. We explain the participants the 
length of the video advertisement is about 15 seconds. 

After getting data of acceleration and comfort timings, we 
estimated a comfort timing for each viewer by using the 
proposed algorithm. We also estimated a comfort timing by 
using the previous algorithm which used viewers’ comments 
on the niconico. Then, we compared the result of the 
proposed algorithm with one of the previous algorithm.  

6.2 Results 

Table 7 shows the result of comparing an estimated 
timing of the proposed algorithm with top 3 comfort timings 
for each viewer. Table 8 shows the result of comparing an 
estimated timing of the previous algorithm with top 3 
comfort timings for each viewer. In these tables, “1st” 
means the estimated timing coincides with the 1st comfort 
timing for the viewer. The same applies to “2nd” and “3rd”. 
“n/a” means the estimated timing does not coincide with any 
top 3 comfort timings. We regard the estimated timing is an 
appropriate timing if it coincides with one of the top 3 
comfort timings. 

From Table 7, the proposed algorithm could estimate 43 
appropriate timings of the 50 chances. The accuracy rate of 
the proposed algorithm was 86%. On the other hand, the 
previous algorithm could estimate only 22 appropriate 
timings of the 50 chances as shown in Table 8. The accuracy 
rate of the previous algorithm was 44%. Comparing these 
results, the proposed algorithm improved the accuracy rate 
more than 40%. Personalization of a timing to insert a video 
advertisement contributed the improvement of accuracy rate. 

 
Table 7: Result of comparing an estimated timing of the 

proposed algorithm with top 3 comfort timings for each 
viewer 

 
Video 1 Video 2 Video 3 Video 4 Video 5

Participant A 1st 2nd 1st 2nd n/a

Participant B 1st 1st 2nd n/a n/a

Participant C 1st 3rd 1st 1st 1st

Participant D 3rd 1st 3rd n/a 1st

Participant E 1st 1st 2nd 1st 3rd

Participant F 1st 1st 1st 2nd 2nd

Participant G 2nd 3rd 1st 1st n/a

Participant H 1st 2nd 1st n/a 1st

Participant I 1st n/a 3rd 2nd 3rd

Participant J 2nd 1st 1st 1st 1st
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Table 8: Result of comparing an estimated timing of the 
previous algorithm with top 3 comfort timings for each 

viewer 

Video 1 Video 2 Video 3 Video 4 Video 5

Participant A n/a n/a n/a 1st n/a

Participant B n/a n/a 1st n/a 3rd

Participant C n/a n/a 2nd 1st n/a

Participant D n/a n/a 3rd 3rd n/a

Participant E n/a 3rd 1st 3rd n/a

Participant F n/a 2nd 3rd n/a 2nd

Participant G 3rd n/a 1st 2nd n/a

Participant H n/a n/a 1st n/a 2nd

Participant I n/a n/a n/a 3rd n/a

Participant J 3rd 3rd 1st n/a n/a

7 CONCLUSION 

In this paper, we proposed a method for video 
advertisement insertion using acceleration data on 
smartphone. From the preliminary experiment, we got 3 
findings; (1) viewers who watch video contents on 
smartphones sitting on chairs change their posture when 
they take a short breath, (2) the postural change can be 
detected by analyzing acceleration data from the 
accelerometer of the smartphone, (3) the timings of the 
postural changes correspondent with timings of a scene 
change on the video content and one of the timings is an 
appropriate timing to insert a video advertisement. Then, we 
created an algorithm for video advertisement insertion and 
designed its system. From the evaluation results, we found 
the proposed algorithm improved the accuracy rate more 
than 40% comparing with the previous algorithm. This 
result showed the effectiveness of the proposed algorithm.  

For the future work, we will try to study other algorithms 
even if the viewer does not sit on a chair. We also study a 
method which switch mid-roll to pre-roll or post-roll video 
advertisement when there are not clear scene changes in the 
video content. 
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Abstract - Vection is an illusion that gives the feeling of 
motion in the absence of bodily movement. This 
phenomenon may occur with presentation of a screen 
displaying patterns with optical flows. In an immersive 
environment that uses a head mounted display (HMD), 
including virtual reality systems, vection is frequently 
induced. Additionally, it has been reported that certain 
scents can affect the perception of bodily movement and are 
thought to have some influence on vection. We aimed to 
investigate the effect of scents on vection perception. 
Subjects were seated in front of an olfactory display while 
wearing an HMD and were presented with moving images 
to induce vection under several conditions: scent 
presentation, sound presentation, and presentation of no 
additional stimuli. We found that the scent stimulus did not 
affect the perception of vection. However, there is a 
tendency that there is a difference in the stimulus affected 
depending on the vection direction. Furthermore, it appears 
that lavender may promote the perception of vection. 

Keywords: vection, sense of smell, scent, sense of sight, 
HMD, olfactory display 

1 INTRODUCTION 

Vection is the visually induced illusion of self-motion [1], 
which may be felt when viewing a screen that is displaying 
patterns with optical flows. It is known that vection is 
induced not only by visual stimulation but also by auditory 
and somatosensory stimulation. Sakamoto et al. (2004) 
reported that sound images with movement from front to 
back or back to front induces linear self-motion perception 
and that the self-motion direction is influenced by the 
direction of the motion of auditory stimuli [2]. This shows 
that auditory information also has a great influence on self-
motion. Vection is also caused by somatosensory sensation. 
Murata et al. (2014) performed experiments in which 
participants wore eye masks and were presented with white 
noise through a pair of earphones. A horse riding machine 
was used to produce bodily movement in the participant. 
Almost all the participants in this condition felt a forward 
motion sensation on presentation of a constant stream of air 
to their front [3]. 

In recent years, many trials have been conducted in which 
scents are displayed in conjunction with movies using 
virtual reality (VR) systems. In an immersive environment, 
such as a VR game using a head mounted display (HMD), 
vection is frequently induced. 

Additionally, it has been reported that certain scents affect 
the movement of the body and are thought to influence 
vection, where the stimulus causes the sense of motion. An 
experimental example has been reported, where elderly 
people, aged 65 years or older, in nursing homes, were 
presented with the scent of lavender for 12 months. The 
proportion of people who fell and the incidence rate per 
person in these participants was lower than those who were 
not presented with lavender. Moreover, the Cohen-
Mansfield Agitation Inventory score, which is used as an 
indicator of dementia, was also lower in the group that was 
presented with lavender [4]. Sakamoto et al. (2012) 
hypothesize that the scent of lavender may reduce the 
likelihood of falls and agitation in nursing home residents. 
However, few studies have investigated the relationship 
between vection and olfactory stimulation. 

 Subjects were seated in front of an olfactory display while 
wearing an HMD and were presented with two types of 
moving images (expansional and contractional optical flow) 
under the conditions of with and without scents. During the 
moving image presentation, we measured the latency and 
duration of vection. After finishing the stimuli presentation, 
the subjects evaluated the strength of the vection that they 
experienced using subjective values. This allowed for the 
examination of the relationship between vection and 
olfactory stimuli. 

2 METHODOLOGY 

2.1 Olfactory Display 

We used the Fragrance Jet 2 olfactory display (Figure 1). 
This display uses the techniques of an ink-jet printer to 
produce a jet, which is broken into droplets with a small 
hole in the ink tank. Bubbles are formed in the ink by 
instantaneous heating, and ink is ejected due to the pressure 
created by the bubbles. The display can set up one ejection 
head, which can store three small tanks and one large tank; 
thus, this display can contain a maximum of four kinds of 
scents. There are 127 minute holes that are connected to the 
small tank and 256 minute holes in the head that are 
connected to the large tank. Since the display can emit scent 
from multiple holes at the same time, the ejection quantity 
can be set from 0 to 127 (in the small tank) or 0 to 256 (in 
the large tank). We denote the average ejection quantity at 
one time from each hole as the “unit average ejection 
quantity” (UAEQ), and the number of minute holes that are 
emitting at one time as “the number of simultaneous
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Figure 1: Olfactory Display: Fragrance Jet 2 
 
ejections” (NSE), which we refer to as the ejection level. 
The UAEQ from one minute hole in the small tank is 4.7 pl 
and 7.3 pl in the large tank. The reproducibility of these 
values was confirmed without depending on the residual 
quantity of ink on examination. As the emission occurs 150 
times per unit time (100 ms), the ejection quantity (EQ) in 
the small tank was calculated as follows: 

 
EQ (pl) = 4.7 (pl)(UAEQ) × (from 0 to 127)(NSE) × 150 

(times) 
 
Additionally, the display was equipped with a fan and 9 

phases of wind velocity control in the range of 0.8-1.8 m/sec 
were used. 

2.2 Scent Stimuli 

Two kinds of scents were used in this experiment: 
lavender (oil of lavender) and banana (iso-amyl acetate).  
These scents ware diluted to 5% with ethanol and water, and 
the component ratios of each perfume are shown in Table 1. 

Table 1: Scent stimuli 
Scents Lavender Banana 

Component 
ratios 

Scent (%) 5 5 
Ethanol (%) 65 75 
Water (%) 30 20 

 
To determine the ejection level at which the subjects could 

sense the scent, we measured the detection threshold, which 
is the minimum detectable concentration of scent. This 
method is based on the two-point comparison method that 
was proposed by the Japanese association of odor 
environment. The initial ejection level was set to five. If the 
subject correctly identified the scent twice at the initial level, 
we reduced the level by two according to the descent 
method and ended the measurement when the subject could 
not identify the scent. When the subject was unable to 
correctly identify the scent at the initial level, we adopted 
the rising method and increased the level by three. The 
measurement was complete when the subject identified the 
scent correctly twice. Based on this result, the ejection level 
to be used was determined. Table 2 shows the measurement 
values of six participants (between the age of 20 and 30 
years, male). 

 
 

 

Table 2: Result of olfactory detection threshold 
measurement 

 Lavender Banana 
Average 2.67 3.67 

SD 1.97 2.07 
Maximum 5 7 
Minimum 1 1 

 

2.3 Vection Stimuli 

To induce vection, two kinds of moving images were used. 
The expansion stimulus was used to induce a feeling of 
forward movement which is frequently experienced in 
everyday life and VR games. When a dot reached the edge 
of the screen and disappeared, a continuous stimulus 
presentation could be obtained by rearranging the dot from 
the center of the plane. The contraction stimulus was used to 
induce a feeling of backward movement. A dot was 
repositioned from the edge of the plane until it reached the 
center of the plane and disappeared. In each stimulus, a total 
of 2400 dots were displayed on the screen. The size of the 
dot on the screen was changed to be physically constant 
according to the distance change simulation. As the dots did 
not have a density gradient and did not give a static depth 
cue, the depth cues were only provided by motion. The 
speed of each dot was approximately 3.7°  per second at the 
viewing angle. Figure 2 shows a still image of the vection-
inducing visual stimulus, where arrows indicate movement 
of points. 

The visual stimuli were presented using Oculus Rift DK2. 
The viewing angle was set at 110° in the diagonal direction 
and 90° in the horizontal direction and the motion stimuli 
that induced vection was displayed throughout the screen. 
 

 
 

Figure 2: Still image of vection stimulus 
 

2.4 Sound Stimuli 

As a control condition, sound stimuli using a pure tone at 
the frequency of 440 Hz and 0.1amplitude were presented to 
investigate the influence of olfactory stimuli on vection 
more clearly. For the sound presentation, a set of sealed 
dynamic headphones (SE-MJ 522, Pioneer) was used, and 
the playback volume was set to the sound that would 
normally be heard through a speaker. 

 

Expansion 

Contraction 
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2.5 Experimental Conditions 

All experiments were performed while the subject was 
seated on a chair with their jaw positioned on a chin rest. 
The subjects wore HMDs and headphones throughout the 
experiments. The distance from the ejection exit of the head 
of the olfactory display to the nose was fixed at 225 mm. 
The olfactory display was set up with the presentation port 
facing diagonally upwards, and the height of the jaws was 
adjusted by each subject so that the wind from the display 
hit their face firmly. Figure 3 shows the actual experimental 
condition. The wind speed was set to level 9, which is the 
maximum setting (on a scale of 1 to 9). The measured wind 
speed under these conditions was approximately 1.8 m/sec. 
During the experiment, a fan was constantly in operation 
even when no scents were being emitted. Thus, the risk of a 
change in perception due to the presence or absence of wind 
was eliminated. 

2.6 Qualification of Subjects 

Prior to performing the olfactory experiment, we 
conducted a test to confirm that the subjects had a general 
olfactory sense. In this test, we used odor panel analyses to 
qualify five standard odor solutions and tested whether each 
odor could be identified. The standard odor for panel 
selection was prepared on the basis of the T & T 
Olfactometer, which is used in national examinations to 
determine olfactory measurement operator [5]. Using odor 
solutions at the concentration determined by the Ministry of 
the Environment, the test was conducted according to the 5-
2 method. Only subjects who passed the test were taken as 
subjects. 

It is suggested that approximately one in 20 people do not 
experience vection (vection blind). Therefore, subjects were 
screened before the experiment was conducted. We asked 
subjects to observe expansional and contractional moving 
images. Subjects were then asked to evaluate the vection 
they felt. In cases where subjects answered that they did not 
feel vection (intensity 0) in more than half of these tests, 
they were excluded from the experiment. 

3 EXPERIMENT 1: PRESENTATION 
METHOD OF OLFACTORY STIMULI 

It is necessary to examine the ejection method so that the 
subjects can continue to feel the scent without adaptation for 
70 s, including 30 s before the presentation of the vection 
stimuli. Therefore, a preliminary experiment was conducted 
with reference to a previous study [6]. 

3.1 Experimental method 

Two kinds of scents were used in this experiment: 
lavender and banana. Four times the average value obtained 
in the above detection threshold measurement experiment 
was set as a reference value 1, and eight times as the average 
value was set as a reference value 2.  
 Table 3 shows the respective ejection levels, and as shown 
in Figure 4, scent ejection with a duration of 0.3 s and an  

Figure 3: The experimental condition 

Table 3: Ejection levels 
Detection 
threshold 

Reference 
value 1 

Reference 
value 2 

Lavender 2.67 11 21 
Banana 3.67 15 29 

interval of 1.3 s was repeated for 70 s. 
After the stimuli presentation, subjects evaluated their 

perception of the continuity of scent ejection at the four 
stages outlined in Table 4 and their perception of the 
intensity change described in Table 5. We determined a 
presentation condition that was suitable for this experiment. 
The selection of the condition was based on obtaining an 
average value of two or more, regarding the continuity, and 
at a level where no subjects selected zero regarding the 
strength. 

Measurements were made with a 1-min break every 70 s 
and the presentation was repeated four times for each of the 
scents. Taking the order effect into consideration, we 
determined the first and second scents randomly and 
adjusted them, so each order was presented approximately 
an equal number of times. Between the presentations of each 
scent, there was a 5-min break. Due to the nature of the 
experiment, it was assumed that the subjects could easily 
feel the scents; therefore, prior to the first measurement, we 
confirmed verbally whether each subject could feel the 
ejection of scents twice. Next, we conducted the experiment 
with five subjects (between 20 and 25 years of age, male) 
using the reference value 1, and with five subjects (between 
20 and 30 years of age, male) using the reference value 2. 

3.2 Experimental Results 

Table 6 shows the average evaluation values, standard 
deviation, and minimum values in the case of reference 
values 1 and 2 for each scent. As the average value of each 
cell was 2 or more, it can be stated that the subjects were 
able to smell the scents without adaptation for 70 s with an 
ejection duration of 0.3 s and an ejection interval of 1.3 s. 
However, with reference value 1, the minimum value of the 
continuity value of lavender and banana was 0, whereas in 
reference value 2, the minimum value of the continuity and 
intensity of lavender was 0. The results of this experiment 
revealed that some of the subjects could not sense the scent 
for 70 s. 

When we interviewed the subjects who rated the 
continuity as 0, they made the following comments: “the  
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Figure 4: Scent ejection pattern 

Table 4: Four-stage evaluation for continuity 

0 I did not feel the scent midway through the exposure 
period 

1 I felt it fragmentally 
2 I felt it every breath 
3 I felt it continuously 

Table 5: Five-stage evaluation for the strength 

0 I did not feel the scent midway through the exposure 
period 

1 I felt that the concentration gradually decreased 
2 I felt that the concentration got increased or decreased 
3 I felt that the concentration gradually increased 

4 I felt no change in the concentration and felt the scent 
uniformly 

Table 6: Evaluation values for the continuity and the 
strength of the scent stimuli 

  Reference value 1 Reference value 2 
  Lavender Banana Lavender Banana 

C
ontinuity 

Ave. 2.10 2.00 2.30 2.75 

SD. 0.76 0.52 1.31 0.46 

Min. 0 0 0 1 

Strength 

Ave. 2.55 2.06 2.20 2.80 

SD. 1.16 1.31 1.85 1.04 

Min. 1 0 0 1 
 
ejection amount in reference value 2 was so large that my 
nose became paralyzed.” Thus, we asked three subjects 
(between 20 and 25 years of age, male) to rate the scent 
intensity with both reference values, using the six-level odor 
intensity indication method [7] (see Table 7) consisting of 
odorless (0) to intense odor (5). This technique was devised 
in the field of odor control in Japan. 

Table 7: Six-level odor intensity indication 
0 Odorless 
1 A faint smell that you can hardly perceive 
2 Weak smell you can recognize 
3 Easily perceptible smell 
4 Strong smell 
5 Intense smell 

Table 8 shows the average and standard deviation (SD) of 
the evaluation values. Since the values are between 2 and 3, 
except for the banana reference value 1, we set the reference 
value 2 as the ejection level in this experiment so that the 
subject would feel it in the experiment. 

Table 8: Scent intensity 
 Reference value 1 Reference value 2 
 Lavender Banana Lavender Banana 

Average 2.42 1.92 2..83 2.58 
SD 0.79 1.44 0.93 1.08 

 

4 EXPERIMENT 2: EXAMINATION OF 
THE EFFECTS OF SCENT ON VECTION 

In experiment 1, we confirmed the olfactory stimuli 
presentation method, which enabled the subjects to continue 
to perceive scent without adaption for 70 s. Using this 
method, we investigated the influence of scent on vection 
perception in experiment 2. The subjects wore an HMD and 
were presented with a moving image that induced vection 
under scent or sound presentation or movie only condition 
and evaluated its strength. 

4.1 Experimental Method 

The vection stimuli presentation time was set to 40 s. The 
scent and sound stimuli started 30 s before the presentation 
of the vection stimuli and continued to be presented for 70 s. 
The flow of one trial is shown in Figure 5. During the period 
in which moving stimuli were presented, the subjects were 
asked to report the duration of time for which they were 
experiencing vection (Report 1). This was reported by 
pressing the left button of the mouse. At this point, the time 
required for the first button press was recorded as the 
latency of vection. The total time during which the button 
was pressed in the 40 s period was recorded as the duration 
of vection. After the stimuli presentation was completed, the 
subjects were asked to report the strength of the vection by 
rating 0 when they did not feel vection and 100 when they 
felt vection very strongly (Report 2). These three variables 
have been repeatedly used in previous vection experiments 
(e.g., Seno et al., 2013) [8]. Furthermore, in cases where an 
olfactory stimulus was presented, subjects were also asked 
to report the subjective intensity value of the scent by 
selecting from the six-level odor intensity indicator that is 
displayed in Table 8 after the stimuli presentation was 
completed (Report 2). Under each condition, the flow of one 
trial, as shown in Figure 5, was repeated four times with a 1-
min break between each trial. The experiment consisted of 
eight conditions, and each condition was carried out as one 
block with four consecutive trials. 

The order of eight block experiments was randomized for 
each subject, with a 5-min break between the blocks. 

4.2 Experimental Results 

The results under expansion and contraction stimuli 
conditions are shown in Figure 6 and 7, respectively. The 
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subjective vection strength in each condition was compared. 
It is known that when vection is strong, the latency is short, 
the vection duration is long, and the magnitude is high. 

In the expansion stimulus condition, the order of the 
duration of latency was as follows, from shortest to longest: 
sound, lavender, none, and banana. The order of the duration 
of vection was as follows, from longest to shortest: sound, 
none, lavender, and banana. The order of the magnitude of 
vection, from the highest to the lowest, was as follows: 
lavender, sound, banana, and none. Therefore, it can be 
inferred that the sound condition had the greatest effect on 
the time of vection perceived by subjects, and the lavender 
condition had the greatest effect on the magnitude of vection. 
A nonparametric test, using the Friedman method, showed a 
significant difference only in the latency (P < 0.01). 
Therefore, when multiple comparisons were performed 
using the Bonferroni correction, the results showed no 
significant statistical difference (P > 0.05). 

In the contraction stimulus condition, the order of the 
duration of latency was as follows, from shortest to longest: 
lavender, none, banana, and sound. The order of the duration 
of vection was as follows, from longest to shortest: lavender, 
none, banana, and sound. The order of the magnitude of 
vection, from the highest to the lowest, was as follows: 
lavender, sound, banana, and none. Therefore, it can be 
inferred that vection was perceived most strongly by 
subjects in the lavender condition. In addition, the sound 
stimulation that tended to promote vection perception in the 
expansion stimulus was the weakest vection promotor in the 
contraction stimulus condition. Similar to the case of the 
expansion stimulus, we examined a nonparametric test using 
the Friedman method, and the results showed that there was 
no significant difference in the responses to any of the three 
variables (P > 0.05). However, when the significance level 
was set to 10%, there was a tendency towards a difference in 
latency and magnitude (both P < 0.10). Therefore, while 
there was no statistical difference, the results indicate that 
the lavender stimulus tended to promote the perception of 
vection. 
 Thus, we could say that there was an interaction between 
the direction of vection and the types of scent.  

5 CONSIDERATION 

We examined how olfactory stimuli impact the perception 
of vection by presenting subjects with visual stimuli while 
also presenting scents using an olfactory display. No 
significant effects of scent presentation were observed in the 
three variables that represented vection intensity. However, 
there was a difference in the trends between two vection 
stimuli. In the expansion stimulus, although significant 
difference was observed at latency (P < 0.01), it was not 
possible to specify which condition was different. The 
condition that perceived the strongest vection was when 
sound stimulus was presented. It was lavender at the next 
point. In the contraction stimulus, there was a tendency 
towards a difference in the latency and magnitude (both P < 
0.10). In each variable the condition that perceived the 
strongest vection was when lavender was presented. In the 
magnitude, the next point was a sound stimulus, but at the 
latency, the sound stimulus was the lowest among the four 
conditions. From the above, it turned out that there is a 
tendency that there is a difference in the stimulus affected 
depending on the vection direction. Furthermore, it appears 
that lavender may promote the perception of vection. There 
was no effect of scent on vection perception possibly 
because olfactory stimuli were not sensed as consciously as 
vision and auditory stimuli. We believe that the visual 
stimuli were too strong for the scents to be consciously 
sensed. Alternatively, it was also found that vection stimuli 
reduced the scent intensity of lavender. There was a 
difference in the trends between two vection stimuli 
possibly because the difference in the direction of the 
obtained self-motion sensation. The expansion stimulus 
induces a feeling of forward movement which is frequently 
experienced in everyday life, but the movement in the 
backward direction obtained from the contraction stimulus 
less experiences. Therefore, it is thought that under the 
contraction stimulus, it became more cautious and it became 
a different perception method than under the expansion 
stimulus. It is necessary to conduct a more detailed 
investigation on the possibility that lavender may promote 
the perception of vection. 

6 CONCLUSION AND FUTURE WORK 

We investigate the effect of scent on vection perception by 
presenting subjects with visual stimuli while also presenting 
them with scents using an olfactory display. The findings 
were as follows: 

(1) Using a scent ejection time of 0.3 s and an ejection
interval of 1.3 s, it is possible to present a subject
with the scent at a level of about eight times the
detection threshold for 70 s without adaptation.

(2) There was no significant difference between the
perceived vection in the presence or absence of scent
presentation in the three variables representing
vection intensity. However, in the contraction
stimulus, there was a tendency towards a difference.
It seems that there is a difference in the stimulus
affected depending on the vection direction.

None 

Contraction 

Sound 

Lavender 

Banana 
 

Expansion 

×

0 30 70 
Time (sec) 

Report 1 Report 2 

Figure 5: Flow of presenting stimuli 
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(3) Many indicators resulted in the strongest perception 
of the vection when presenting lavender. Lavender 
scent may promote vection perception. 

 
In the future, the effect of the scent stimuli on vection 

perception should be further examined. We plan to conduct 
these experiments using weaker vection stimuli or stronger 
scent stimuli than was used in the current study. 
Furthermore, we will investigate the effects of vection 
stimulation on scent perception, and we would like to clarify 
the causal relation between the vection and scent perception. 
We are also interested in exploring the transition of 
consciousness between visual, auditory, and olfactory senses 
and the mutual influences between these senses. 
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Abstract - Due to the recent popularization of 

omnidirectional cameras, multi-viewpoint live videos are 

often broadcast through the Internet. In multi-viewpoint 

Internet live broadcasting services, viewers can arbitrarily 

change their viewpoints. To reduce computational loads for 

video processing, many researchers have been developed 

some distributed Internet live broadcasting systems. These 

systems are designed for single-viewpoint live videos and 

screen images (images to be watched by viewers) are the 

same for all viewers. However, in the multi-viewpoint 

Internet live broadcasting services, screen images differ 

among viewers since they can change their viewpoints. Here, 

one of the main research challenges for multi-viewpoint 

Internet live broadcasting is how to reduce computational 

loads for adding effects under different screen images. 

In this paper, focusing on this challenge, we propose and 

develop a distributed multi-viewpoint Internet live 

broadcasting system. It is difficult to determine which is 

better to add effects on the server side or player side. To 

determine this to reduce computational loads effectively, we 

use hierarchical rules.  

Keywords: Streaming Delivery; Internet Live Broadcasting; 

Multi-viewpoint Camera. 

1 INTRODUCTION 

Due to the recent popularization of omnidirectional 

cameras, multi-viewpoint live videos are often broadcast 

through the Internet. In multi-viewpoint Internet live 

broadcasting services, viewers can arbitrarily change their 

viewpoints. For example, major live broadcasting services 

such as YouTube Live or Facebook provide 360 degrees 

videos, in which we can change our viewpoints. Also in 

recent Internet live broadcasting services, viewers or 

broadcasters often add the video or audio effects to 

broadcast videos. To reduce computational loads for adding 

effects, many researchers have been developed some 

distributed Internet live broadcasting systems. ([1] [2]).  

These systems are designed for single-viewpoint live 

videos and screen images (images to be watched by viewers) 

are the same for all viewers. Therefore, screen images can 

be shared among processing servers and computational 

loads can be reduced by exploiting distributed computing 

systems. However, in the multi-viewpoint Internet live 

broadcasting services, screen images differ among viewers 

since they can change their viewpoints. Thus, screen images 

cannot be shared among processing servers. Here, one of the 

main research challenges for multi-viewpoint Internet live 

broadcasting systems is how to reduce computational loads 

for adding effects under different screen images. 

In this paper, focusing on this challenge, we propose and 

develop a distributed multi-viewpoint Internet live 

broadcasting system. In our proposed system, video effects 

that can be shared among viewers are added by some 

distributed processing servers (on the server side). Video 

effects that cannot be shared among viewers are added by 

video players (on the player side). In such systems, it is 

difficult to determine which is better to add effects on the 

server side or player side. To determine this to effectively 

reduce computational loads, we use hierarchical rules. Also, 

we develop a distributed multi-viewpoint Internet live 

broadcasting system extending our previously developed 

system.  

The paper is organized as follows. In Section 2, we 

introduce related work. We design and explain our proposed 

system in Section 3. We show evaluation results in Section 4 

and discuss the results in Section 5. Finally, we conclude the 

paper in Section 6． 

2 RELATED WORK 

Some systems for distributing video processing loads have 

been proposed. Most of them fix load distribution 

procedures in advance. However, starting Internet live 

broadcasting is easy in recent years, and it is difficult to 

grasp which machines start Internet live broadcastings. 

Therefore, conventional systems establish load distributions 

at server sides. 

MediaPaaS encodes, re-encodes, and deliver videos using 

a server machine provided by cloud computing services [2]. 

Different from MediaPaas, our proposed system establishes 

load distributions using PIAX [9], a P2P agent platform. In 

[1], we have confirmed that video processing time such as 

encoding, distributing videos can be reduced by distributing 

the processing load to many different world broadcasting 

servers. 

An Internet live broadcasting system that allows viewing 

recently recorded videos (playback) was developed in [3]. 

Several methods have been proposed for reducing the delay 

time to distribute videos of live Internet broadcasting. In live 

broadcasting using SmoothCache 2.0 [4], by caching video 

data from other peers and distributing them among cached 

peers using a P2P network, the communication load and 

delay times are reduced. Dai, et. al. proposed a distributed 

video broadcasting system using P2P networks to reduce 

delay times in [5]. In the HD method proposed in [6], 

communication traffic is reduced by simultaneously 

transmitting image data to many viewers by using one-to-
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many broadcasting with one-to-one communication. Even in 

our proposed system, these delay reduction methods can be 

applied when delivering videos, but our research considers 

video or audio effect additions. 

Gibbon, et. al. proposed a system that performs video 

processing by transferring video data captured by a camera 

to a computer with high processing capability in [7]. Ting, et. 

al. proposed a system that directly stores images captured by 

computers with low processing power in external storage 

devices such as cloud storage in [8]. However, these systems 

target stored video data and can not be applied for live 

Internet broadcasting. 

3 DISTRIBUTED INTERNET LIVE 

BROADCASTING SYSTEM 

In this section, first, we explain our previously developed 

cloud-based live broadcasting system using ECA rules. 

After that, we explain the multi-viewpoint Internet live 

broadcasting system proposed in this paper. 

3.1 Different World Broadcasting System 

3.1.1. Summary of Different World Broadcasting 

System 

In our previous research [1], we constructed a different-

world broadcasting system using virtual machines provided 

by cloud service. These machines work as the different 

world broadcasting servers that add video effects. In general, 

many virtual machines can be easily used in a cloud service. 

Therefore, the use of multiple virtual machines as different-

world broadcasting servers should enable high-speed effect-

addition, while distributing the load among different-world 

broadcasting servers. Therefore, we implemented a 

distributed live Internet broadcasting system using the cloud 

service and evaluated its performance. In our developed 

system, video effect addition is executed on the virtual 

machines provided by the cloud service shown in Figure 1.  

The clients select a server considering the load distribution. 

In conventional systems, load distribution is established by 

connecting processing servers via a load balancing 

mechanism such as a load balancer. In this method, when 

the load distribution mechanism needs to switch to another 

server while the video is being transmitted, the connection is 

interrupted. For this reason, it is difficult to smoothly switch 

servers while continuing the video distribution. Therefore, in 

our system, the load balancing mechanism selects a different 

world broadcasting server based on the requests.  

3.1.2. System Architecture 

The system architecture of the different world 

broadcasting system is shown in Figure 2. There are three 

types of machines. One is the clients which have cameras 

and record live videos. Another one is the different world 

broadcasting servers which execute processes for videos 

such as encoding, decoding, or video effect additions. The 

final one is the viewers which play live videos. Each client 

selects a different world broadcasting server that executes 

the desired video effect and transmits the video effect library 

and the recorded video to the different world broadcasting 

server. The different world broadcasting server is a virtual 

machine of the cloud service executes video processing on 

the video transmitted from the clients according to their 

requests. The video processed by the different world 

broadcasting server is delivered to the viewers via the video 

distribution service. In the system, the viewers receive the 

processed video after selecting the server or the channel of 

the video distribution service.  

3.1.3. Load Distribution Mechanism 

Figure 3 shows the load distribution mechanism of our 

developed system. Clients software and the client side PIAX 

Figure 1: Our designed distributed multi-viewpoint 

Internet live broadcasting system. 

Figure 2: The system architecture of the 

Different World Broadcasting System 

Figure 3: A load distribution mechanism by PIAX 
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Figure 5: An Image of coordinate conversion 

system are installed in the client. The different world 

broadcasting server software and the server side PIAX 

system are installed on the different world broadcasting 

servers. PIAX [9] is a Java-based platform middleware that 

enables efficient server resource search using resource 

search function of the overlay network. PIAX is provided as 

open source software. The PIAX system of the clients and 

the different world broadcasting servers connect with each 

other via the overlay network.  

3.2 Extension of Different World Broadcasting 

System 

In this section, first, we explain our proposed design of 

ECA rules for multi-viewpoint videos. After that, we 

explain the examples of hierarchical ECA rules. 

3.2.1. Image Conversion of Multi-Viewpoint 

Videos 

With omnidirectional cameras, it is not necessary to take 

dozens of omnidirectional images from a certain viewpoint 

and synthesize them on a computer to create a panoramic 

image. Instead, we can create multi-viewpoint videos from 

panoramic images. The lower left part of Figure 4 shows 

two panoramic images (front and back) for a multi-

viewpoint video. These panoramic images were obtained 

from cameras using fisheye lenses. It is necessary to convert 

these images into a planar image. There are many methods 

that obtain wide images from car-mounted fisheye lenses 

and correct the distortion [11]. Figure 5 shows how to obtain 

a wide image from a panoramic image in our proposed 

system. As shown in this figure, the wide images are 

obtained by assuming an imaginary hemispherical border for 

the panoramic images. The converted wide image is shown 

in the upper left part of Figure 4. The conversion transforms 

virtual hemispherical polar coordinates into rectangular 

coordinates using equation (1). In our proposed system, the 

distributed processing of polar/rectangular coordinates. 

3.2.2. Design of ECA Rules for Multi-Viewpoint 

Videos 

Video effects have procedures, and for example, the face 

detection process is generally performed before the mosaic 

effect of the detected face. The "Timer" or "Message" 

function of ECA rules in the proposed system can define 

such a procedure. If the procedure is defined in the ECA 

rules and the ECA rules are order dependency, the system 

needs to execute the rules according to the sequence. 

Otherwise, in cases that the ECA rules do not depend on the 

processing request, the system can execute the rules 

concurrently, and the processing time can be shortened 

compared with the ECA rules having the order dependent 

relation. In the current system, it is impossible to process 

Figure 6: Examples of ECA rules 

Figure 4: Server software and Client software 
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ECA rules in parallel. Parallel processing for cloud 

computing services is a future task. Lists of events, 

conditions, and actions are described in the previous 

research [1]. Figure 6 shows an example of ECA rules. In 

this example, the servers with IP addresses of 192.168.0.5 

and 6 are assigned as initial values to video processing 

requests from the video recording terminals named 

"Num_Find_Object" and "Spherical_coordinates_Convert". 

In cases that processes of ECA rule have sequences, the 

system should execute the processes in the order of the 

sequence. Otherwise, the system can execute them in 

parallel. For example, Figure 7 shows an example of 

hierarchical ECA rules. 

• 1. Is it a fisheye lens image? <- Perform full spherical 
coordinate transformation <- Human detection. 

• 2. Are Humans in image <- Who? <- Match with a 
specific person <- Blur is applied. 

• 3. Are Humans in image <- a Known person 
registered in DB? <- If you are an unregistered person, 
blur. 

ECA rules are classified into hierarchies of detection, 

conversion, inquiry, and pixel processing. 

3.2.3. Implementation of Proposed System 

We developed a distributed live Internet broadcasting 

system using Microsoft Azure as a cloud service. The 

different world broadcasting servers run on the virtual 

machine provided by the Azure service. Each virtual 

machines is logically connected through a virtual network 

(VNet) which is one of the services provided by Microsoft 

Azure. Figure 4 shows a screenshot of server software and 

the client software. When starting the video effect adding 

process, it provides an interface of the different world 

broadcasting server software. Figure 4 shows a screenshot of 

client software for distributing video to a client. We can 

visually check the result of applying the selected. 

In the client software holds the IP address of a different 

world broadcasting server to request video processing. If the 

"Apply distributed processing" checkbox in the client 

software dialog box is checked, the client software requests 

the different world broadcasting server to execute the video 

processing specified by the pull-down menu the initial IP 

address. 

4 EXPERIMENTAL EVALUATION 

We evaluated the performances of our implemented 

system built on the virtual machine provided by the 

Microsoft Azure service. The results follow. 

4.1 Evaluation System 

In the experiment, Theta S made by RICHO Co., Ltd. was 

used as an omnidirectional camera. Each video frame is 

encoded in jpeg format, transmitted and received, as USB 

virtual camera. Image conversions and rule processing are 

realized by different world broadcasting. In the evaluation, 

we measured the turnaround time from the time to generate 

original image data to the time to obtain processed image 

data. We will confirm the reduction of the turnaround times. 

In order to confirm the efficiency of the proposed system, 

the video processing time including the processing time of 

the ECA rule and the turnaround time was measured as 

evaluation indexes.  

We experimented with the evaluation considering the 

following two points. 

(1) The turnaround time was compared and evaluated 

when the video effect processing requests ware concentrated 

on a video effect processing server without using the ECA 

rule. 

(2) The image effect processing requests do not 

concentrate, and the ECA rule was adopted. For evaluation, 

we assigned multiple computers with the same performance 

parameters. 

To select an available different world broadcasting servers, 

we used the PIAX overlay network. When a different world 

broadcasting server becomes overloaded, the server sends a 

notification to the PIAX process on the server side and waits 

for decreasing the loads. The turnaround time of the 

evaluation was measured in two cases. One is a concentrated 

case where three clients request video processing to one of 

three different world broadcasting servers. The other case is 

a completely distributed case where each of the three client 

requests services to three different servers. 

We perform live broadcasting in this evaluation. For the 

evaluation, as the video effect described in the ECA rule, a 

process in which face detection video processing has been 

applied after the above coordinate conversion is executed. 

The time required for sending and receiving frame data was 

defined as turnaround time． 

4.2 Evaluation Environment 

In this evaluation, a different world broadcasting server 

runs on a virtual machine provided by the Microsoft Azure 

service. Table 1 shows the specifications of the virtual 

machine and OS. We used five different virtual machines 

for different world broadcasting servers. Open CV 

parallelized by Intel 's Parallel Computing Library TBB [10] 

was used as a library for executing video processing on a 

different world broadcasting server. The clients are a PC 

installed at Osaka University. Table 2 shows the 

specifications of the client PC. We attached a full 

omnidirectional camera to only one. These PCs 

communicate with different world broadcasting servers via 

different home optical networks and avoid the congestion of 

the network. 

 
Table 1: Specifications of Microsoft Azure Virtual Machines 

OS Microsoft Windows Server 2016 

Microsoft Azure 

Plan 

Standalone Server Microsoft Corporation 

Virtual Machine x64-based PC 

CPU Intel E5-2697 v3 Equivalent 2.4GHz 

Main memory 3.584MB 
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Table 2: Specifications of Client PC 

OS Client PC 

1～３ 

Microsoft Windows 10 

Pro Version 1709,1511 

CPU Client PC1 Intel i7-7660U 

Equivalent 2.5GHz 

Client PC2 Intel i5-6300U 

Equivalent 2.4GHz 

Client PC3 Intel i3-4020Y 

Equivalent 1.5GHz 

Main memory Client PC1 8.00 MB 

Client PC2 8.00 MB 

Client PC3 4.00 MB 

4.3 Evaluation Results 

Processes were assigned based on ECA rules among 

different world broadcasting servers. 

Figure [8, 9] show the evaluation results of the turnaround 

time under the evaluation environment described in Section 

4.2. The horizontal axis shows the recorded frame the 

number and the vertical axis shows the turnaround time. In 

Figure 8 where the load is concentrated on a single different 

world broadcasting server, turnaround times increase 

gradually. In Figure 9, the image processing requests are 

distributed to three different world broadcasting servers. In 

this case, the turnaround time is under 1500 msec, and the 

processing delay is around 7500 msec during processing. 

The different world broadcasting server that PC 2 requests 

image effect processing is a VM in the East Japan region in 

the real environment of Microsoft Azure. Therefore, there 

were variations in the route and the turnaround time changes. 

We also measured the turnaround time required to contact 

the recommended different world broadcasting server by 

PIAX. The average time to process a query for getting 

recommended different world broadcasting server be 16.28 

[msec]. 

As a result, we confirmed that the processing request is 

allocated to the different world broadcasting server based on 

the ECA rule, and the load is distributed. Moreover, we 

confirmed that the turnaround time might fluctuate even if 

the hardware performance of the virtual machine is 

equivalent due to the effect of communication delay, etc. 

5 DISCUSSION 

In past paper [1], the video processing was detecting the 

face of people in the video with the specified effect 

described in the ECA rule. Turnaround time fluctuation was 

confirmed among cloud computing service virtual machines. 

This is caused by factors such as actual server performance 

fluctuations due to differences in the cloud environment of 

the network distance. Therefore, when the user configures 

the system, it is recommended to consider these problems. 

In this paper, we have proposed hierarchical rules of three 

stages. The stages follow: Prepare rules for selecting the 

location of three types of processing, processing by a local 

client, processing by edge computing, processing by cloud 

computing. An image of the hierarchical rules is shown in 

Figure [10, 11] shows an example of rules proposed in this 
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Figure 10: An image of the hierarchical rules 
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Figure 11: An example of our proposed rules 
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paper. In this rule, the different world broadcasting server 

that adds the video effects changes when the performance of 

the current server decreases. 

6 CONCLUSION 

In this research, we implemented and evaluated a multi-

viewpoint distributed live Internet (different world) 

broadcasting system that adds various image processing 

using the computer provided by cloud service. By describing 

processing assignment with ECA rule, we can flexibly 

assign video processing to appropriate virtual machines. In 

the developed system, the PIAX platform was used to search 

and communicate among virtual machines. Even if the 

number of virtual machines changed, video processing could 

be continuously allocated during live Internet broadcast. 

System evaluation confirmed that the turnaround time of 

video processing could be shortened by using the proposed 

system. 

In the future, we plan to exploit edge computing 

environments in which computers on the edge of the Internet 

can execute video processes. The processing time can be 

reduced since the turnaround times of edge computers are 

short. 
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Abstract

Machine learning is being actively used to detect malware-
infested hosts and their malicious communications. When
applying machine learning, designing the right feature is
the key for accurate detection. BoW (Bag of Words)-
based feature extraction is widely applied in natural lan-
guage processing and also utilized for malicious commu-
nication detection. However, BoW-based feature extrac-
tion does not always scale for handling network logs that
often have new data sequences. By focusing on the fact
that new data sequences in network logs are in many
cases mostly similar but partly different, we propose a
new detection method based on a data compression al-
gorithm. Since the compression algorithm has a char-
acteristic that data size after compressing is related to
similarity of data, a compression algorithm based fea-
ture can be utilized for classification. According to our
evaluation results with real-field proxy logs in an enter-
prise network, the proposed method has better at detec-
tion than a BoW-based detection method. In particular,
its true positive rate (TPR) in a low false positive rate
(FPR) area (0.5%) is over 30% higher than that for the
BoW-based method. In addition, the results show that
the proposed method effectively detects an infected host
communicating with malicious URL that includes par-
tially modified string from original malicious logs.

1 Introduction

Malware is becoming more sophisticated and has so
many variants that anti-virus software does not detect
all of them. In fact, it is reported that over 127.5 million
pieces of malware were registered in 2016 [1]. To com-
pliment the fact that detection at the endpoint is not
always successful, network log analysis is one solution
that monitors logs taken from network devices such as
proxy and firewall and finds malicious communications
derived from infected hosts.

In current log analysis, many monitoring rules have
been deployed. Examples include network scans being
detected once the number of different destination IP ad-
dresses from one source IP address exceeds a predefined
threshold and a specific malware infection being deter-
mined if one host accesses a blacklisted URL. Many mon-
itoring rules are based on operators’ elaborations on cre-
ating rules, deciding thresholds, and maintaining black-
lists. However, as malware has evolved to become able

to change communication patterns easily, heuristic rule
creation adds cost to operations and has difficulty catch-
ing up with malware modification. As a result, machine
learning is gaining attention for automatically detecting
evolving malware and for helping operations.
In applying machine learning for network log analy-

sis, first, machine learning calculates feature values from
network logs. For instance, feature values range from
the length of a string, frequency of terms in device logs,
and so on. Second, machine learning will classify the
data into legitimate or malicious on the basis of feature
values. In this process, infected hosts and malicious com-
munications are detected.
There are many detection algorithms from LR (Logis-

tic Regression), SVM (Support Vector Machine), Ran-
domForest, and DNN (Deep Neural Network). However,
the most critical factor for accurate detection is design-
ing the right feature for the problem.
BoW (Bag of Words)-based features are widely ap-

plied in natural language processing and also utilized to
detect malicious communications. However, BoW-based
feature extraction does not always scale for handling net-
work logs, which often have new data sequences.
By focusing on the fact that new data sequences in

network logs are in many cases mostly similar but partly
different, we propose a compression algorithm based fea-
ture and apply it to supervised learning for detecting
malicious communications and infected hosts.
Simply put, a compression algorithm based feature is

one form of the compression rate of data, which means
how small the data becomes after being compressed. When
the data sequence is similar to that in existing malicious
data, the compression rate should be small because this
data sequence is effectively compressed. On the other
hand, if another data sequence is totally different from
that in existing malicious data, the compression rate
should be large. In this sense, the compression rate can
be useful for finding if one data sequence is similar to
that in malicious data. Consequently, the compression
rate can contribute to detecting malicious communica-
tions.
We evaluated the proposed method with real proxy

logs taken from an enterprise network. The results show
that the proposed method is better at detection than
the BoW-based method. In particular, the results show
that the proposed method effectively detects an infected
host communicating with a malicious URL that includes
a partially modified string from original malicious logs.
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Overall, our research makes three contributions.

1. We first apply the compression algorithm feature
to supervised machine learning to detect malicious
communications and infected hosts.

2. We evaluate the proposed method with real enter-
prise proxy logs and demonstrate that the proposed
method performs better than a BoW-based classi-
fier.

3. We analyze true positive and false negative use
cases and clarify that the proposed method effec-
tively detects partially modified strings from orig-
inal malicious logs.

2 Related Work

2.1 Classification based on Compression
Algorithm

Benedetto et al. [2] proposed relative entropy. Al-
though patterns of the same consecutive code or similar
repeated code are effectively compressed, patterns of dif-
ferent code are not. Relative information volume of data
sequence x against data A is linked to how well data is
compressed. Based on this observation, Benedetto et al.
define relative entropy as how well new data x will be
compressed with existing data A. Consequently, this is
formulated as follows.

CA(x) = Z(A cat x)− Z(A) (1)

where Z is the function to output the data size after
compression, and cat is the function to concatenate the
first and second data sequences. Sometimes, normalized
relative entropy is also used, which is defined to divide
relative entropy by the size of data x.

Relative entropy has been applied to classification prob-
lems in several research areas [3–7]. To classify data x
into group A and B, data x is normally classified into
the more similar group. Relative entropy can be used as
one index of expressing similarity; when relative entropy
with group X is small, data x is similar to group X.

Bratko et al. [5] applied relative entropy to classify
spam e-mails. They reported that it was more accurate
than BoW based classification.

Nishida et al. [6] introduced a smoothing parameter
and set the score in accordance with the following equa-
tion to classify malicious tweets from twitter logs.

Score =
CA(x) + γ

CB(x) + γ
(2)

where γ is a smoothing parameter that should be set
large to alleviate the impact of minor letters appearing
a few times in a data string. Data x is classified as A
if the score is small and B otherwise. This scoring tech-
nique enables us to apply a compression algorithm for a
classification problem of comparably long data. Nishida

et al. [6] also demonstrated that classification of twit-
ter logs with this scoring mechanism has better accu-
racy than feature extraction with morphological analysis
and classification with a CW(Confidence-Weighted lin-
ear classification) method [8].
Different compression algorithms are used depending

on their purposes. It is reported that LZSS (gzip), LZW
(compress), PMP (rar) are applicable for text data [3–6].
Adachi et al. [7] reported that bzip is applicable for music
pieces.

2.2 Method of extracting feature from
URL string

The BoW method is widely used to extract features
from strings. BoW decomposes string text into words by
separation of letters or morphological analysis and then
generates each word as a one-dimensional feature. Since
a URL is deemed as a one text string, BoW features can
be extracted. Kumagai et al. [9] proposed BoW-based
feature generation to apply LR supervised learning with
L1 regularization and demonstrated that their method
has better area under curve (AUC ) than blacklist based
detection.
Nelms et al. [10] proposed describing a URL attribute

with a regular expression and applying unsupervised learn-
ing to generate a malware-specific URL access template.
By comparing a target URL and the above template,
the method successfully detects malware communication
even when malware slightly modifies its access pattern.
In the security context, on the basis of knowledge on

malware analysis, many kinds of statistical features have
been proposed [11] such as the length of a URL and ratio
of vowels in a URL.

3 Proposal

We propose applying a compression algorithm based
feature to apply supervised learning to detect malicious
URLs and infected hosts. Since a large part of malware
uses HTTP as a communication protocol with C2 servers,
it can be mixed with normal Web access and is hard for
operators to distinguish. Thus, in our research, we focus
on analyzing HTTP proxy logs and detecting malicious
URLs to find infected hosts.
An important observation on malware communication

in HTTP is that they tend to access C2 servers with
a slightly modified URL string in order to slip through
blacklist-based detection with minimum engineering ef-
fort. In this case, simple blacklist matching does not
catch up with malicious URLs since malware may have
various URL access patterns even if its modifications are
small. In this sense, we expect the compression algo-
rithm based feature to correctly describe the similarity
between a slightly modified malicious URL and a known
malicious URL.
To the best of our knowledge, our proposal is the first

to apply a compression algorithm to detect malicious
communication URLs and infected hosts. In addition,
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Figure 1: Overview of proposed method

Table 1: Dataset

Number of hosts Number of logs Collection Period Log Type

Malicious Logs 71,310 7,152,479 Feb. 2015 - Jul. 2015 Sandbox logs

Legitimate Logs 1,940 36,581,398 Feb. 2014 - Mar. 2014 Proxy logs in enterprise

our method is different from existing compression al-
gorithm based methods in that we use a compression
algorithm-based score as a feature in supervised learning
and the feature can be combined with other features.
Furthermore, our research considers a URL structure
that has many kinds of attributes such as FQDN, PATH,
and QueryString to generate a multi-vector compression
algorithm feature for each attribute.
Figure 1 shows an overview of the proposed method.

The flow of our proposal is as follows.

1. Input raw logs and execute preprocessing to obtain
malicious URLs, legitimate URLs and test URLs

2. Compress malicious URLs and legitimate URLs to
generate compress model

3. Input malicious URLs and legitimate URLs with
application of compress model to generate com-
pression algorithm features, namely Zpos(Malicious
Compression Rate) and Zneg(Legitimate Compres-
sion Rate). Zpos and Zneg are defined in equation
(3) and (4) respectively. Features are calculated
for each attribute of a URL.

4. Train classifier with compression algorithm features
and generate prediction model

5. Generate compression algorithm features from test
URLs with application of compress model

6. Detect malicious URLs and infected hosts with ap-
plication of prediction model

As with preprocessing, suitable data must be selected
in machine learning for correctly estimating a classifier’s
performance. We execute two-phase cleansing in this

process. First, we delete duplicate URLs in legitimate
and malicious logs. This is because hosts may access the
same URLs repeatedly. To correctly estimate a classifier,
we leave first-to-appear logs in a dataset and eliminate
duplicate logs.
Second, we eliminate URLs included in both malicious

and legitimate logs, since having the same logs in both
datasets may degrade the classifier’s performance. In
fact, there are many cases in which the same URLs are
included in both logs. For instance, some service URLs
are automatically accessed from specific applications in-
stalled in many environments. Search engine URLs are
also often accessed from infected hosts for connectivity
checks and included in malicious logs.
As for the compression algorithm features, we define

Zpos and Zneg as follows.

Zpos(x) =
Cpos(x) + γ

L(x) + γ
(3)

Zneg(x) =
Cneg(x) + γ

L(x) + γ
(4)

where Cpos and Cneg are relative entropy between data x
and malicious log(pos) or legitimate log(neg), L is data
size of x, and γ is a smoothing parameter.

4 Evaluation Method

4.1 Dataset

The dataset used for all evaluations is shown in table
1.
Malicious logs are taken from an in-house sandbox [12]

where we run over 70K malware downloaded on a daily
basis from a malware-sharing site and collect pcaps to
extract URL information. Legitimate logs are taken from
real-environment proxy in an enterprise network.
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4.2 Evaluation Indices

Evaluations are executed on the basis of a holdout test
that uses previous data in time series as the training
dataset and evaluates with later data in time. Evaluation
indices are AUC , partial AUC (pAUC ) [13], and true
positive rate (TPR)0.5% [14].
AUC is the area under the curve drawn on a 2D surface

of a false positive rate (FPR) and TPR by changing the
score threshold. pAUC is the area under the curve of a
limited range of a FPR [p1, p2]. Considering the TPR as
a function having a FPR as a variable, AUC and pAUC
are defined as follows.

AUC =

∫ 1

0

TPR dFPR (5)

pAUC =

∫ p2

p1

TPR dFPR (6)

Through our evaluation, we set [p1, p2] = [0, 0.1].
TPR0.5% is the TPR value for a low FPR, specifically

FPR = 0.5%. In security operations, a low FPR is cru-
cial since the final judgment is done by operators. pAUC
and TPR0.5% are important indices to estimate detection
capability with a low FPR.

4.3 Comparative Evaluation

We evaluate the proposed method in comparison with
the conventional BoW-based detection method. First,
we compared detection capabilities of the proposed and
conventional methods. We also measured detection ac-
curacy over time to find out how fast trained models
deteriorate. Computational efforts are another impor-
tant factor for practical use, so we measure CPU time
and memory usage of the proposed and BoW method.
BoW of a URL is extracted by setting /, ?,=,& as a
separator and splitting the URL. In this evaluation we
set the classifier as SVM, the compression algorithm as
LZT [15], and TPR/FPR as a per host-basis calculation.

5 Evaluation Result

5.1 Comparative Evaluation

Table 2 shows the evaluation results for the proposed
and BoW-based classification methods. From these re-
sults, the proposed method has better TPR0.5% and pAUC
than the conventional BoW-based classification method.
Figure 2 shows the TPR0.5% deterioration over time

where the vertical axis is TPR0.5% and the horizontal
axis is time in weeks. This figure shows that TPR0.5%

gradually decreases over time. However, the proposed
method always achieves a higher TPR0.5% than the BoW
method until 14 weeks have past.
Table 3 and 4 show comparison with BoW method on

CPU time and memory usage, respectively. Proposed
method consumes most of CPU time for compression
process and its time is longer than any other process of

Table 2: Evaluation with conventional BoW-based clas-
sification method

Method AUC pAUC TPR0.5%

Proposed 0.9306 0.0825 65.30%
BoW 0.9030 0.0657 32.00%

BoW method. Still, once compression is completed, fea-
ture generation, training and detection are finished with
less CPU time than BoW method. As for memory us-
age, proposed method consumes small memory for com-
pression process and less memory for feature generation,
training and detection compared with BoW method. Al-
though BoW method generates one-hot vector for ev-
ery single word appeared in URL so that memory usage
tends to increase, proposed method generates compres-
sion algorithm feature vector in several dimensions so
that memory usage does not steeply increase.

Table 3: CPU Time Comparison with Conventional
Method (seconds)

Method Compress Generate
Feature

Train Detect

Proposed 13,809 3,752 22 438
BoW - 7,145 950 408

Table 4: Memory Usage Comparison with Conventional
Method (MB)

Method Compress Generate
Feature

Train Detect

Proposed 2,401.0 15,999.8 4.7 424.4
BoW - 56,988.2 1,241.2 529.4

6 Consideration

We consider the reason the compression algorithm fea-
ture contributes to better classifying malicious and legit-
imate logs. Figure 3 shows the histogram of Zpos of URL
attributes for both malicious and legitimate logs, where
the red and blue zone are histograms of malicious and
legitimate logs, respectively. The histogram of malicious
logs contains three peaks: A) the compression rate is
very small, B) the compression rate is as high as that
for legitimate logs, and C) the compression rate is very
high.
A sample URL that belongs to pattern A is shown

in table 5. For security reason, FQDN is masked with
’www.example.com’ and QueryString values are masked
with meta words. The first row shows the original URL
string and its length, the second row shows the LZT com-
pressed state and relative entropy with malicious logs,
and the third row shows that with legitimate logs, where
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Figure 2: TPR deterioration over time

Legitimate LogsMalicious Logs

A

B

C

Figure 3: Histogram of Zpos.

’|’ shows that data sequences between ’|’ marks are ex-
pressed in 1 code. In compressing with malicious logs,
the table shows that a 1,352-bit-long URL is compressed
to 220 bits and many data sequences are expressed as
1 code. Especially in QueryString of URL, almost one
key (e.g. ”dstid=1”) or one combination of a key and
value (e.g. ”countryid=...”) is compressed as 1 code.
This observation suggests that a QueryString key and
value combination that exists in the training dataset is
automatically recognized and compressed as 1 code. In
contrast, a key and value combination that does not ex-
ist in the training dataset is automatically split. This is
one use case that QueryString key exists but its value is
modified in malware communication.

Other examples of pattern A for the FQDN attribute
are FQDNs having sequential numbers in host names
such as host1.example.com and host2.example.com. These

Table 5: Effectively classified URL and compression state

Uncompressed URL: 1352bit:

http://www.example.com//offers/DynamicOfferScreen?
offerid=foo&distid=bar&leadp=baz&countryid=qux&
sysbit=quux&dfb=corge&hb=grault&isagg=garply&
version=waldo&external=fred&external=plugh&

Relative Entropy for Legitimate Logs: 900bit

|http://www.example.com/|/of|fers|/D|yna|mic|Off|erS|
cre|en|?o|ffe|rid=foo|&dis|tid=b|ar|&le|adp|=ba|z&c|ou
ntry|id=qu|x&s|ys|bit|=quux&|dfb|=corge&|hb=|grault
&is|agg|=garply&ver|sion=|waldo|&ex|ternal|=fred&e|x
ter|nal|=plugh&|
Relative Entropy for Malicious Logs: 220bit

|http://www.example.com//offers/DynamicOfferScreen
?offerid=foo|&distid=b|ar|&leadp=baz&|countryid=qux
&sysbit=quux&df|b=corge&hb=grault|&isagg=garply&
versio|n=wal|do&e|xternal=fred&e|xternal=plugh&|

Table 6: Poorly classified URL and compression state

Uncompressed URL: 4688 bits

http://www.example.com/api/vp/1?clk=gLg PHWA9a
SyioXkt-F4b3J9cI1ybf-t-x7VxWH5dmAWXwln-z
...(omit)

Relative Entropy for Legitimate Logs: 4420bit

|http://www.example.com/api/|vp|/1|?cl|k=|gLg| PH
|WA9|aS|yio|Xkt|-F4|b3J|9cI|1y|bf-|t-|x7|VxW|H5d|
mAW|Xwl|n-|z (omit)

Relative Entropy for Malicious Logs: 4980bit

A|http://www.example.com/api/v|p/1|?cl|k=|gL|g |PH
|WA|9a|Sy|io|Xk|t-|F4|b3|J9|cI|1yb|f-|t-x|7V|xWH|5d|
mA|WX|wl|n-|z (omit)

FQDNs are recognized as totally different strings by ex-
act matching, but in the compression algorithm that has
the characteristic of longest matching, two FQDNs are
recognized as similar strings. In fact, host2.example.com
is compressed as |host|2.|example.com| after training data
host1.example.com. This is another use case that FQDN
is partially modified to similar FQDN.

URLs belongings to pattern B tend to have same FQDNs
existing both in malicious URLs and legitimate URLs.
Since Path of these URLs are different, compression rate
does not get so small against both malicious logs and
legitimate logs and makes detection difficult.

A typical URL belongings to pattern C is shown in
table 6. This URL has an encoded or encrypted string.
The second row shows compression results of the URL. It
shows that the compression rate becomes large for both
malicious and legitimate logs and makes classification
difficult.
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7 Conclusion

We proposed a novel method for detecting malicious
communication of infected hosts by generating a com-
pression algorithm feature of URL attributes and clas-
sifying with supervised learning. Through evaluation,
we demonstrated that the proposed method has higher
detection capability than the conventional BoW-based
detection method. In particular, its TPR in a low FPR
area (0.5%) is over 30% higher than that of the BoW-
based method. In addition, we clarified how the compres-
sion algorithm works in classification and demonstrated
a real use case in which the proposed method detected
malicious URL strings that are similar to but slightly
different from existing malicious URLs.
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ipič, Thomas R. Lynam, and Blaž Zupan, “Spam
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Abstract - New types of malware are appearing every day,
and malware attacks have become an urgent problem. Cur-
rent methods of detecting malware use malware signatures,
which need to be identified and registered in advance. How-
ever, the daily appearance of new types of malware makes
such identification and registration impractical. A more prac-
tical approach is to identify malware on the basis of traffic
behavior since each malware type displays a unique behav-
ior. We have developed a method for detecting malware in-
fection using traffic models based on the similarity between
traffic of malware samples. Malware-infected traffic is di-
vided into clusters on the basis of traffic behavior, and a model
representing each cluster is created. These models are used
to identify target traffic samples as infected or normal. This
method should enable the detection of infection caused by a
new type of malware if the malware’s traffic behavior is simi-
lar to that represented by one of the models. Simulation eval-
uation demonstrated that the proposed method can effectively
identify malware-infect traffic with high accuracy.

Keywords: security, malware, malware detection, traffic,
clustering

1 Introduction

New types of malware are appearing every day, and mal-
ware attacks have become an urgent problem. Current meth-
ods of detecting malware use malware signatures, which need
to be identified and registered in advance. However, the daily
appearance of new types of malware make such identification
and registration impractical. A more practical approach is to
identify malware on the basis of traffic behavior. We have de-
veloped a method for detecting malware infection using traf-
fic models based on the similarity between traffic of malware
samples.

Since each malware type displays a unique behavior, we
propose malware infection detection using the traffic mod-
els based on the similarity between malware samples. In the
method we developed, there are three basic steps: create fea-
ture values by considering time series of the traffic data, clus-
ter malware samples by considering similarities between them,
and create a representative model for each malware cluster.
Malware-infected traffic is divided into clusters on the basis
of traffic behavior. A model of each cluster is created, and
the models are used to identify target traffic as infected or
normal. With this method, it should be possible to detect in-
fection caused by a new type of malware if the resulting traffic
behavior is similar to that represented by one of the models.

This paper is organized as follows. Section 2 introduces re-
lated work. Section 3 describes the proposed method. Section
4 describes the evaluation method. Section 5 presents and dis-
cusses the key results. Section 6 concludes the paper with a
brief summary of the key points and a mention of future work.

2 Related work

There have been various studies of malware detection using
traffic data. Some used the definitions provided by security
vendors for detecting malware infection, and some did not.

Studies in the first group (e.g., [1][2][3]) classified malware
traffic samples into groups on the basis of the definitions and
created models of infected traffic for each group. However,
security vendor definitions are not always based on the char-
acteristics of infected traffic. It is thus better to create models
on the basis of the characteristics of infected traffic.

Some studies in the second group ([4][5]) created models
of infected traffic on the basis of the characteristics of infected
traffic but did not consider the time series of the traffic data
and the similarities between malware samples. Other studies
([6][7]) created models of infected traffic on the basis of the
characteristics of infected traffic considering similarities be-
tween malware samples but did not consider the time series of
the traffic data. Still other studies ([8][9]) created models of
infected traffic on the basis of the characteristics of infected
traffic considering the time series of the traffic data but did
not consider the similarities between malware samples.

Traffic data is a stream of network information, and pre-
vious studies have demonstrated the effectiveness of consid-
ering the time series of the traffic data. Consideration of the
similarities between malware samples is also necessary for
representing common characteristics of infected traffic.

Therefore, in our study, we create feature values by consid-
ering the time series of each malware traffic sample. Next, we
divided the malware samples into clusters on the basis of their
similarities. Then, we created models representing the com-
mon characteristics of the infected traffic for each cluster.

3 Proposed method

3.1 Create feature values by considering time
series of traffic data

To create a feature vector representing the time series of
the traffic data, the time series is divided into 1-s time slots,
as shown in Figure 1. The time slots are then grouped into
intervals lasting a defined number of seconds for analysis.
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0s　　    1s　　      2s　　      3s　   　   4s    　       5s　          6s　    　  7s…　 Time
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1,2,3,4

Traffic dataFeatures
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1,2,3,4 …Features

1,2,3,4

Figure 1: Division of time series of traffic data into 1-s time
slots

Dividing time-varying traffic into time slots with a fixed du-
ration and monitoring that traffic in units of time slots enables
normal and infected traffic to be distinguished by focusing on
the overall temporal variation in that traffic. In this work, we
set the time-slot width to 1 s and determined the features for
every time slot. The feature values are extracted from each
time slot, and a vector concatenating the feature values is cre-
ated for each time slot. In this study, we used minimum packet
size per time slot, number of SYN packets per time slot, ratio
of SYN packets to TCP packets per time slot, and number of
ACK packets per time slot as the feature values.

3.2 Cluster malware samples by considering
similarities between malware samples

To represent the traffic data as a code sequence, extracted
features are clustered (in this study, we used the LBG + split-
ting vector quantization algorithm [10] to do this), and code
is created for each cluster. The distances between the feature
vector of target time slot and the code for each cluster is cal-
culated, and a search is made for the nearest code. The time
slot is then shifted, and a search is again made for the near-
est code. This series of nearest codes is called a “transition
pattern.” An example transition pattern is shown in Figure 2.

The number of occurrences of each transition pattern per
time interval (for example 40 s) is counted, and the ratio of
each target transition pattern to all types of transition patterns
is calculated, as shown in Figure 3. The time interval is then
shifted, and the number of occurrences of each transition pat-
tern per time interval is again counted, and the ratio of each
target transition pattern to all types of transition patterns is
calculated.

To evaluate the similarities between two malware traffic
samples, their correlation coefficient is calculated using the
occurrence frequency ratios, like those shown in Figure 3.
The correlation coefficient represents the correlation between
each sample’s digital sequence of the number of transition
patterns × the number of time intervals. The coefficient is
calculated using ∑n

i=1(xi − x̄)(yi − ȳ)√∑n
i=1(xi − x̄)2

√∑n
i=1(yi − ȳ)2,

(1)

where x and y are the probability variables, x̄ is the mean
value of x, ȳ is the mean value of y, n is number of transition
patterns × the number of time intervals.

Calculation of the correlation coefficient requires that the n
of x equals the n of y. However, each malware traffic sample
has a variable number of time intervals because each mal-
ware sample has a variable number of infected time intervals.

The number of time intervals is thus adjusted by applying dy-
namic programming matching (DP matching) to the digital
sequences of the two samples. The correlation coefficient is
calculated using the adjusted digital sequences. DP matching
adjusts the time lengths of the two samples by considering
the time-series information and stretching the parts that are
similar between the samples.

…

d→c
Transition

pattern c→ c c→ d d→d d→d d→a …

Code
d

0s　　       1s　　      2s　　      3s　   　   4s    　       5s　          6s　    　  7s…　 Time
Code

c
Code

c
Code

d
Code

d
Code

d
Code

a
Traffic data

Figure 2: Example transition pattern

a→a a→b a→c a→d b→a d→c d→d
0s~40s 0% 0% 0% 0% 0% … 5% 82%
40s~80s 0% 0% 0% 5% 0% … 0% 60%

… …
a→a a→b a→c a→d b→a d→c d→d

0s~40s 82% 0% 0% 7% 0% … 5% 0%
40s~80s 67% 0% 0% 5% 0% … 0% 3%

… …

… …
Calculate
correlation
coefficient

Malware A

Malware B

Figure 3: Example occurrence frequency ratios

3.3 Create representative model for each
malware cluster

A representative model is created for each malware cluster
by extracting a representative malware sample.

The malware samples are classified using hierarchical clus-
tering based on correlation coefficients. Since the optimal
number of clusters is unknown in advance, hierarchical clus-
tering is used as it does not require advance setting of the
number of clusters. We extracted the malware sample that had
the most malware’s traffic samples with a correlation coeffi-
cient greater than the threshold(upper threshold) as the initial
representative malware sample for the cluster. By the same
token, the malware samples for which the correlation coeffi-
cient between the two malware traffic samples is less than the
threshold (lower threshold) are deselected in each cluster to
remove the samples for which the correlation is weak. This
clustering is repeated until all training samples are divided
into clusters.

The extracted malware traffic sample for a cluster is used
as a representative model for that cluster in order to model
sequential traffic data that actually occurred.

4 Evaluation

4.1 Experimental datasets
We used the anti-Malware engineering WorkShop (MWS)

Datasets [11] for our evaluation. In particular, we used the
CCC DATAset and the D3M Dataset for training. As malware-
infected traffic data, we used 317 malware samples (151 from
CCC DATAset 2010, 156 from CCC DATAset 2011, and 10
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from D3M 2012) for the training data such that the data used
for training were older than the data used for testing. The nor-
mal traffic data used for training were captured between 2011
and 2015.

We also used the CCC DATAset and D3M Dataset for test-
ing. As malware-infected traffic data, we used 200 malware
samples (177 from CCC DATAset 2011, 15 from D3M 2013,
5 from 2014, and 3 from D3M 2015) for the testing data such
that the data used for testing were newer the data used for
training.

The CCC 2010 and CCC 2011 attack data include commu-
nications prior to malware infection. Thus, given the purpose
of our evaluation, we extracted from this attack traffic only
the traffic following malware infection using the method de-
scribed by our group et al. [6].

4.2 Experimental methods

To evaluate the effectiveness of the proposed method, we
compared its detection performance with that of three refer-
ence methods.

4.2.1 Detection using proposed method

We performed six basic steps .

(Step 1) Extract features of training data

Step 1-1 We divided the traffic data into 1-s time slots. We
used the packet header information because the payload
information was often encrypted.

Step 1-2 From each time slot, we extracted four features that
we had determined to be effective for infection detec-
tion: minimum packet size per time slot, number of
SYN packets per time slot, ratio of SYN packets to TCP
packets per time slot, and number of ACK packets per
time slot. The four features are evaluated as effective
features for infection detection in [6].

Step 1-3 We normalized the extracted feature values by using
the min-max method.

Step 1-4 We represented the time-slot information as a four-
dimension feature vector by concatenating the normal-
ized values.

(Step 2) Create codebook for training data

Step 2-1 We applied the LBG+splitting vector quantization
algorithm to the vectors with the cluster number set to
four.

Step 2-2 We calculated a representative vector (cluster cen-
ter) for each malware cluster and collected the vectors
into a codebook representing the characteristics of each
cluster.

(Step 3) Create time-series representation of training data

Step 3-1 We calculated the distances between the feature vec-
tor of time slot and each code. And we assigned code
of minimum distance to the time slot. The time slot is
then shifted, and a search is again made for the nearest
code.

Step 3-2 We assigned a code to all time slots.

Step 3-3 We counted the frequency of each transition pat-
tern in each time interval and represented the ratio of
the frequencies as time-series information. There were
16 transition patterns (a→a, a→b, · · ·, d→c, d→d) be-
cause we used four codes. We set the time interval to
10, 20, 30, 40, or 60 s. For example, when we set the
time interval to 10 s, we calculated the frequency of
each transition pattern in each 10-s interval (comprising
ten time slots) and calculated the ratio of the frequen-
cies of each transition pattern. We then shifted the time
interval and calculated the frequency of each transition
pattern per interval and calculated the ratio of each tar-
get transition pattern to all types of transition patterns.

(Step 4) Calculate similarity (correlation coefficient) between
each pair of samples in training data

We calculated the correlation coefficient between each
pair of malware samples. A total of 50,086 (=317 C2)
correlation coefficients were calculated for each inter-
val. We adjusted the time length (number of transition
pattern × number of time interval) of each pair of mal-
ware samples by using DP matching.

(Step 5) Create representative model for each malware clus-
ter for training data

We performed hierarchical clustering using the corre-
lation coefficients calculated in step 4. A coefficient
greater than 0.7 (upper threshold) generally means that
the correlation is high. A coefficient less than 0.2 (lower
threshold) generally means that the correlation is low.
Given these criteria, we selected the malware sample
that had the most traffic samples with a correlation co-
efficient greater than 0.7 as the initial representative
malware sample for the cluster. To keep a somewhat
high correlation between each pair of malware traffic
samples in the cluster, we deselected the malware sam-
ples that did not correspond to more than 70% of sam-
ples in the cluster; that is, the correlation coefficient
was more than 0.2.

(Step 6) Calculate similarity between two samples in testing
data

Step 6-1 We created the time series features of the testing
data using steps 1 and 3.

Step 6-2 We created a model of normal traffic using steps 1
to 5.

Step 6-3 We calculated the cumulative minimum distance be-
tween each representative cluster model and the target
malware traffic sample and calculated the cumulative
minimum distance between the model of normal traffic
and the target malware traffic sample.
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Step 6-4 We compared the two distances for each sample. If
the distance between the representative cluster model
and the sample was greater than that between the model
of normal traffic and the sample, the sample was identi-
fied as normal. Otherwise it was identified as infected.

4.2.2 Detection using one representative model

For detection using one representative model, we used the
time-series information. We did not use the similarity be-
tween pairs of malware samples. The average malware traffic
sample of the training data was treated as the representative
model of malware-infected traffic.

We created the time-series information for the target mal-
ware traffic samples using steps 1 to 3 above. We calculated
the mean ratio of the frequencies of each transition pattern for
all malware traffic samples and selected the sample that was
closest to the mean as the representative model of malware-
infected traffic.

For testing, we created time-series information for the mal-
ware traffic samples using steps 1 to 3 above. We calculated
the cumulative minimum distance between the target sam-
ple and the model of infected traffic. We also calculated the
cumulative minimum distance between the sample and the
model of normal traffic and identified the sample as normal
or malware-infected on the basis of the two distances.

4.2.3 Detection using models based on security vendor’s
definitions

For detection using models based on a security vendor’s def-
initions, we used the time-series information and clusters for
classification. We did not use the similarity between pairs of
malware samples.

We created time-series information for the target malware
traffic sample using steps 1 to 3 above. Next, we divided
the training malware traffic samples into clusters defined by
the security vendor: BKDR, PE, Mal, TROJ, andWORM. We
calculated the mean ratio of the frequencies of the transition
patterns of the malware samples in each cluster. We selected
the sample in each cluster with the frequency closest to the
mean as the representative model of malware-infected traffic.

We calculated the cumulative minimum distance between
the model of malware-infected traffic and target traffic sample
and calculated the cumulative minimum distance between the
model of normal traffic and target sample. We identified the
sample as normal or infected on the basis of the distances.

5 Results

5.1 Identification rate of proposed method

The identification rate of the proposed method by chang-
ing the time interval is summarized in Table 1. The time in-
terval is the duration during which the code transitions were
counted, as described in section 3.2. The number of patterns
of infected traffic is the number of hierarchical clusters, as de-
scribed in section 3.3. The identification rate is the number of

Table 1: Identification rate of proposed method
Time No. of patterns Identification

interval (s) of infected traffic rate (%)
10 17 100
20 15 100
30 12 100
40 12 100
60 11 99.0

correctly identified malware-infected traffic samples divided
by the total number of such samples in the testing data.

The identification rate was 100% for time intervals of 10,
20, 30, and 40 s, meaning that it is robust against the time
interval.

5.2 Identification rate of other methods
To evaluate the effectiveness of proposed method, we com-

pared its identification rate with those of the three reference
methods. The identification rate of the one-representative-
model method (section 4.2.2) is shown in Table 2. The iden-
tification rate of the security-vendor-definition-based method
(section 4.2.3) is shown in Table 3. The number of patterns
of infected traffic is five because the data used included five
malware families.

The identification rate of proposed method is better than
those of other methods.

Table 2: Identification rate of one-representative-model
method

Time No. of patterns Identification
interval (s) of infected traffic rate (%)

10 1 12.5
20 1 14.5
30 1 25.5
40 1 32.5
60 1 52.5

Table 3: Identification rate of security-vendor-definition-
based method

Time No. of patterns Identification
interval (s) of infected traffic rate (%)

10 5 47.5
20 5 78.0
30 5 92.0
40 5 87.5
60 5 98.5

6 Conclusion

Our method for detecting malware-infected traffic samples
is based on the similarity between the pair of malware sam-
ples in this paper. Simulation evaluation demonstrated that
the proposed method can effectively identify malware-infect
traffic with high accuracy.
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Future work includes conducting a large-scale experiment
to better evaluate the effectiveness of the proposed method.
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Abstract - Recently, IPv6 wireless sensor networks are 

widely spread in various fields including IoT environments. 

However, on these sensor networks, it is difficult to use 

secure communication technologies that can become large 

overhead, due to power saving of the wireless nodes is 

important. As one approach to deal with this problem, a 

method of focusing on Nonce which is one element of 

security and separating it from secure communication is 

proposed. However, it remains a problem that not suit in 

environments such as wireless sensor networks where 

reliability of communication is not ensured. In this paper, 

we propose a Nonce truncation method that can deal with 

such environments. Our method transfer information of 

about several bits that can estimate the Nonce associated the 

ciphertext as the truncated Nonce value. We evaluated the 

effectiveness of our method by comparing the lifetime of the 

nodes between the method and previous methods. 

Keywords: IoT, Reliability of Communication, Secure 

Communication, Nonce 

1 INTRODUCTION 

IPv6 wireless sensor networks are widely spread in various 

fields including IoT environments lately, because of the 

development of low-power sensor devices and wireless 

communication technologies. The penetration rate of these 

device has been increased, and about 50 billion devices will 

be interconnected in 2020 [1]. It is also expected to be 

utilized in various fields.   

On the other hand, there are constrained networks that 

impose strict restrictions on the computing power and the 

communication quality of the sensor devices. They are 

called LLNs (Low power and Lossy Networks) [2], are 

composed of communication devices with limited 

computing resources. Also, the reliability of communication 

is not guaranteed due to high packet loss rate and so on. 

These strictly constrained networks are needed to meet the 

demand of IoT services in various fields.  

As one of the proposals for dealing with such constrained 

networks, IETF (Internet Engineering Task Force) has 

established a policy to expand part of it based on 

communication standards used in conventional wireless 

sensor networks representing Zigbee [3]. As a typical 

example of this, there is a method of providing an adaptation 

layer for using IPv6 (Internet Protocol v6) technology on 

IEEE 802.15.4 which is a data link layer technology for 

power saving of communication equipment. Specifically, 

there are 6LoWPAN (IPv6 over Low-Power Wireless 

Personal Area Networks) which compresses IPv6 header or 

UDP header, RPL (IPv6 Routing Protocol for Low Power 

and Lossy Networks) which is a routing protocol to support 

the above-mentioned unstable network path reliability, and 

so on.  

While it is expected that such communication scheme 

targeting LLNs based on IEEE 802.15.4 will become 

widespread, security problems aimed at these constrained 

networks are also becoming apparent [4]. Also, there are 

proposals for the lightweight secure communication 

methods for sensor networks not using IP which was a 

major before the spread of IoT service, but it has a 

background which is very different from recent sensor 

network. For this reason, it is difficult to apply conventional 

security technology for the LLNs environment. Especially, 

the problems that be not able to support IEEE802.15.4 small 

frame size, and unstable communication quality are left.   

In this paper, we discuss the unstable communication 

quality and the resource constraints of sensor devices which 

are the features of LLNs. Then, we design the secure 

communication method that can deal with these features. To 

this end, we focus on Nonce which is one of the security 

elements and address a method to truncate this. Also, in this 

method, we design a lightweight secure communication 

scheme that can operate without applying excessive 

overhead to sensor devices at any frame loss rate. 

2 RELATED WORK 

As previous method, a lightweight secure communication 

system has been proposed, which is focusing on Nonce 

(Number used once) that is a part of security elements. In 

the following, we describe the mechanism of the previous 

method and its applicability to LLNs, based on the basic 

secure communication technology. 

2.1 Overview of basic secure communication 

In this section, we describe the general secure 

communication establishment method, and the secure design 

when applying it to the LLNs based on IEEE 802.15.4, in 

consideration of the data frame structure. 

2.1.1 Establishing general secure 

communication 

Strictly speaking, the establishment method of secure 

communication differs depending on the Block Cipher 

Modes of Operation selected. As famous example of the 
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Modes of Operation, there is CCM (Counter with CBC-

MAC) mode combines confidentiality and authenticity in an 

efficient way as authenticated encryption mode. The CCM 

mode coincides exactly with the design concept of the 

communication scheme for LLNs from the viewpoint of its 

versatility, resource constraints, frame size limitation. 

Therefore, we focus on the CCM mode and explain the 

operation outline. 

CCM mode provides security using secret key and Nonce, 

and MAC (Message Authentication Code). Here, Nonce is a 

security element to make it possible to use the same Key 

multiple times without security risk, and MAC is an 

arbitrary security element to provide integrity or authenticity. 

At this time, in particular with respect to the calculation 

method of Nonce, the value corresponding to each encrypted 

frame must be unique from the viewpoint of security risk. In 

the NIST (National Institute of Standards and Technology), 

they have listed several recommended specifications and 

calculation methods of Nonce, and the size should be 8 

bytes or more [5]. Further, as one of the calculation methods, 

a method using a counter value starting from an arbitrary 

value is recommended. The value is incremented and shared 

every time different ciphertexts are generated. The methods 

are described later are based on this calculation method. 

2.1.2 Secure communication design in LLNs 

Fig.1 shows an example of a simple data frame structures 

when the above described secure communication is applied 

to LLNs. 

3 ~ 23 [bytes] 8 [bytes] 3 ~ 36 [bytes] 1 ~ 6 [bytes] 36 ~ 110 [bytes] 0 ~ 16 [bytes] 2 [bytes]

(b) 802.15.4 + 6LoWPAN + Compressed UDP  + RPL

MAC FCSMAC Header Nonce
6LoWPAN

Header

UDP

Header*
Data Payload

3 ~ 23 [bytes] 3 ~ 36 [bytes] 1 ~ 6 [bytes] 44 ~ 118 [bytes] 0 ~ 16 [bytes] 2 [bytes]

(c) 802.15.4 + 6LoWPAN + Compressed UDP + RPL + SNEP

MAC FCS

* Compressed

MAC Header
6LoWPAN

Header

UDP

Header*
Data Payload

3 ~ 23 [bytes] 8 [bytes] 40 [bytes] 8 [bytes] 30 ~ 66 [bytes] 0 ~ 16 [bytes] 2 [bytes]

(a) 802.15.4 + IPv6 + UDP

802.15.4 Frame Structure (127 [bytes]) 

FCSMAC Header Nonce IPv6 Header
UDP

Header
Data Payload MAC

Figure 1: Structure pattern of encrypted frames in LLNs 

In Fig.1, (a)(b)(c) commonly indicate the frame structure 

when IP technology is introduced on IEEE 802.15.4 and 

encrypted using CCM mode. In addition, for each frame 

structure, (a) is introduced UDP into IPv6, (b) is introduced 

6LoWPAN and RPL over (a), and (c) is introduced SNEP 

described later in section 2.2 of previous method over (b). 

As can be seen from the figure, the security elements 

communicated can be large overhead and suppress MAC 

payload in the environment with limited frame size as LLNs. 

Therefore, there is a possibility of increasing the processing 

load of sensor devices through fragment processing, it is 

desirable to make the size as small as possible. In particular, 

in each frame structure excluding (c), the ratio of Nonce to 

MAC payload occupies so large that if Nonce can be 

completely eliminated, on average about 16% and about 

12% of the payload can be expanded. 

In order to properly operate the Block Cipher Modes of 

Operation, there is no strict restriction that each security 

element must secure a certain size or more. However, if you 

select the smallest value among the simply selectable sizes, 

there is also the possibility of impairing the safety of secure 

communication. From that point of view, NIST recommends 

size of Nonce is 8 bytes or more. Thus, a method of 

reducing the size without losing the safety of secure 

communication is ideal.  

2.2 SNEP (Secure Encryption Network 

Protocol)  

Following the previous section, a method of separating 

Nonce from communication and reducing its size to zero 

without reducing the safety of secure communication called 

SNEP (Secure Network Encryption Protocol) [6] has been 

proposed. Specifically, this method shares only the initial 

value of Nonce using communication, and thereafter 

incrementing Nonce value stored in the sensor devices 

according to the number of received encrypted frames. If an 

encrypted frame is lost in the middle due to interruption of 

communication, resynchronization process is performed to 

transmit the entire value of Nonce. It is shown that in an 

environment with the stable communication quality, the 

communication overhead by the secure communication is 

reduced. On the other hand, in the environment such as 

LLNs which the communication quality is unstable, the 

resynchronization process frequently occurs. Therefore, this 

means secure communication overhead is actually increase, 

and network congestion problem may occur. 

3 PROPOSAL METHOD 

3.1 Research tasks 

In the previous method, if an encrypted frame is lost in the 

middle due to interruption of communication or the like, it is 

necessary to repeat the resynchronization process of Nonce 

for recovery secure communication.  Therefore, it is not 

support to environment where the frame loss rate can be 

high. Also, according to a general secure communication 

method, the ratio of encrypted frames occupied by Nonce is 

large, and there is a possibility that a heavy load is applied 

to the sensor devices and the network itself due to inefficient 

fragment processing. For this reason, any method is difficult 

to adopt to LLNs where communication quality is unstable 

and frame size is limited, and a method capable of dealing 

with these problems is required. 

In this paper, we propose a method to deal with the above 

problem by estimating Nonce only by sensor devices itself 

from the truncated value that the size changes according to 

the frame loss rate. 

3.2 Basic operation 

In this section, we describe the basic mechanism for 

truncating a Nonce. As the block cipher mode of operation 
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for establishing secure communication, CCM mode are used. 

Also, as a calculation method of Nonce corresponding to 

each encrypted frame, a counter value that increment the 

value according to the frame is used. First step, the initial 

value of Nonce is shared between Sender and Receiver, and 

the whole value is stored in the sensor device as in the 

previous method. Thereafter, in the sharing of Nonce, only 

the N of least significant bits (N LSBs) are assigned on 

communication. Hereinafter, this N bit is called a truncated 

Nonce length. Fig.2 shows the operation flow in the case 

where the truncated Nonce length is 1 as the specific 

example. 

In Fig.2, (a)(b) commonly begin already synchronized 

entire Nonce between Sender and Receiver devices and 

estimate the entire Nonce value from the truncated value 

while the devices communicate several encrypted frames. 

First, (a) shows that the receiver succeeds in receiving the 

third encrypted frame after losing only the second encrypted 

frame. At this time, since there is a difference in the entire 

value of Nonce internally stored between the two sensor 

devices, receiver fails in decryption the third encrypted 

frame. At this stage, move on to step 2 of (a). Since the 

value of the received truncated Nonce is 1, receiver can 

decrypt the third encrypted frame by estimating entire value 

of Nonce that is greater than internal Nonce value and 1 

LSB equals 1. On the other hand, in the case of (b), receiver 

receives the fourth encrypted frame after losing the second 

and third encrypted frames, hence fails in decryption even if 

estimates entire value of Nonce like (a). In the case (b) 

shown in this figure, although correct Nonce is "…0010 

0110b", in fact it is estimated "…0010 0100b" by mistake. 

In such a case, recovery secure communication by 

performing resynchronization process sharing the entire 

value of Nonce. Generally, such resynchronization process 

occurs only when the truncated Nonce length is x bits and 

the frame is lost consecutively for 2
x

times or more. For 

example, in the case of (b), this process occurs because the 

frame has been lost 
1

2  times that is twice consecutively. 

Therefore, depending on the selection of the truncated 

Nonce length, the same problem as SNEP may still occur.  

For this reason, it is necessary to select the truncated Nonce 

length flexibly so as to minimize the number of re-

synchronous process according to the frame loss rate of the 

communication environment. Table 1 shows the occurrence 

probability of resynchronization process according to x bits 

of truncated Nonce length and frame loss rate. 

 

Table 1: Probability of resynchronization process 

occurrence according to the truncated Nonce length and 

frame loss rate 

 

 
 

Figure 2: Operation flow in the case where the truncated 

Nonce length is 1 

3.3 Optimization of resynchronization process 

occurrence count 

Considering the characteristics of LLNs, it is necessary to 

minimize the occurrence probability of resynchronization 

process as much as possible so that the same problem as 

SNEP does not occur. For that purpose, it is ideal to flexibly 

select the truncated Nonce length as short as possible 

according to the frame loss rate.  

In order to deal with this problem, we use ETX (Expected 

Transmission Count) adopted in routing protocols used in 

many wireless sensor networks. ETX is a metric index using 

link quality, and its value is defined as the reciprocal of the 

frame arrival rate. Therefore, the sensor devices having 

information corresponding to Table 1, can select the 

truncated Nonce length dynamically to minimize the 

occurrence probability of the resynchronization process to 

any value or less by using this value.  

4 EVALUATIONS 

About the proposed method and previous methods in this 

research, we performed evaluation experiments after 

1 64% 36% 16% 4% Ept

2 40% 13% 2.5% 0% Ept

4 2.8% 0% 0% 0% Ept

x 80% 60% 40% 20% Ept

80% 60% 40% 20% EptTruncated 

Nonce Length

Frame Loss Rate

21

22

24

2x2x 2x 2x 2x
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implementing these on the network simulator. Hereinafter, 

we describe the experimental environment, evaluation 

method, experiment method and the detail of these. 

4.1 Experiment environment 

We implemented the proposed method and (b)(c) in Fig.1 

as the previous methods on devices and operated on the 

network simulator. Specifically, we created a simple small-

scale model that established secure communication between 

two sensor devices such as Sender and Receiver, operated 

each method in this model. At this time, we emulated all 

sensor devices as Zolertia Z1 hardware [7]. For simplicity, 

unidirectional communication is performed from the Sender 

to the Receiver, and encrypted frames are transmitted and 

received in this scenario. 

Detailed simulation parameters in the experimental 

environment are shown in Table 2. The communication 

standard conforms to (b) in Fig.1 as general standard. In 

addition, a frame loss rate is used as an index representing 

communication quality in LLNs. Also, only the length of 

Nonce is selected from among 0 to 8 bits or 8 bytes different 

according to the frame loss rate. Moreover, considering 

resynchronization process due to frame loss, experiments 

were performed until all data arrives at Receiver and 

completely decrypted after establishing secure 

communication.  

 

Table 2: Simulation parameters 

 

 Parameter Value

Data Link Protocol IEEE802.15.4

Network Protocol 6LoWPAN + RPL

Transport Protocol Compressed UDP

Frame Size 127[bytes]

Transfer Data 1000[Kbytes] * 10

Cipher Mode AES-CCM*

Key Length 128[bits]

Block Length 128[bits]

MAC Length 8[bytes]

Frame Loss Rate 0%～90%

Nonce Length 0, 1, 2, 4, 8[bits], 8[bytes]  

4.2 Evaluation method 

In each experimental method, we measured the lifetime of 

the sensor device from the power consumption of the Sender 

emulated as Zolertia Z1 hardware. We evaluate the 

effectiveness by calculating and comparing the lifetime ratio 

of each method where general method (b) in Fig.1 as 1 value.  

4.3 Experimental method 

One experiment for each combination of frame loss rate 

and truncated Nonce length and the other experiment in the 

case of continuing to select the optimal truncated Nonce 

length to minimize the number of synchronization process. 

We describe the details of each experiment method below. 

4.3.1 Experiment for each combination of 

frame loss rate and truncated Nonce 

length 

In this experiment, we evaluate whether the length of each 

Nonce can correspond to any communication quality 

assuming LLNs environment as proposed method and 

previous method. First, about the lifetime ratio of each 

sensor devices, we calculated from the power consumption 

until the Receiver took 1,000 KB of data from the Sender 10 

times and decrypted all the data. At this time, to evaluate the 

performance for each length of Nonce in accordance with 

the frame loss rate, the experiment was proposed at intervals 

of 10% to 20% in the frame loss rate in Table 2. 

4.3.2 Experiment for continuing to select the 

optimal truncated Nonce length 

In this experiment, we evaluate whether the effectiveness 

can be shown compared with the previous method when 

dynamically selecting optimum Nonce length using the 

proposed method. The basic simulation parameters were as 

shown in Table 2, but the frame loss rate was changed 

randomly between 20% and 80%, and the occurrence 

probability of resynchronization process was always 5% or 

less using ETX. Also, it was assumed that 1000 KB of data 

was transmitted ten times a day. In such an environment, we 

calculated the average lifetime ratio of sensor devices in 

each method. 

5 RESULTS AND DISCUSSION 

5.1 Results 

The result obtained in each experimental method are 

shown in the following section. 

5.1.1 Experimental results for each 

combination of frame loss rate and 

truncated Nonce length 

The result obtained by the experiment according to the 

combination of frame loss rate and truncated Nonce length 

is shown below.  
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Figure 3: Lifetime ratio according to truncated Nonce 

length and frame loss rate by simulation 
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Fig.3 shows Sender's lifetime ratio measured for each 

frame loss rate and truncated Nonce length (hereinafter 

referred to as x) in the simulation parameters shown in Table 

2. In the case where the frame loss rate was 20% or less, all

the proposed method and the previous method had improved

the lifetime compared with the general method of

transmitting 8 bytes of Nonce. On the other hand, when the

frame loss rate exceeded 20%, the lifetime sharply

decreased according to the length of Nonce. In particular,

the rate of decreased was remarkable when the truncated

Nonce length was 4 bits, but in the case of 8 bits, any frame

loss rate was improved. Also, it cloud be seen that the

truncated Nonce length at which the lifetime improves most

was different depending on the frame loss rate except 0%.

5.1.2 Experimental results for continuing to 

select the optimal truncated Nonce 

length 

The result obtained by the experiment for continuing to 

select the optimal truncated Nonce length so that the 

occurrence probability of the re-synchronous process within 

5% is shown in following Table 3. 

Table 3: Lifetime ratio obtained for each method by 

simulation 

The effectiveness of the proposed method is clear because 

the proposed method was improved the lifetime by about 

6%, while SNEP that previous method dropped the lifetime 

about 37% when compared with the lifetime of general 

method that transmitted 8 bytes of Nonce. 

5.2 Discussion 

From the results shown in Fig.3 and Table 3, the lifetime 

of the proposed method is better than previous methods. 

Also, if the truncated Nonce length is about 4 to 8 bits, the 

lifetime is roughly improved in any frame loss rate, except 

when the loss rate is extremely high. This means that 

truncated Nonce length is enough size to operate in the 

LLNs environment. On the other hand, depending on the 

select of the truncated Nonce length, it is also clear that the 

possibility of greatly decreasing the lifetime also remains. 

So, it is effective to select continually the optimum 

truncated Nonce length. 

However, in the experimental environment, since 

evaluation is limited to a simple secure communication 

model between two devices, in the future it is necessary to 

verify the effectiveness from many aspects according to the 

real environment. Particularly, there are many problems 

such as dealing with frame delay, handling burst loss caused 

by network congestion problem. It is also necessary to 

consider approaches to deal with these problems.  

6 CONCLUSION 

In this paper, we discussed the unstable communication 

quality and the resource constraints of sensor devices which 

are the features of LLNs. Then, we designed the secure 

communication method that could deal with these features. 

To this purpose, we focused on Nonce which is one of the 

security elements and proposed the method to truncate this. 

As a result, we confirmed the proposed method improved 

the lifetime as lightweight secure communication method 

that deal with unstable communication quality which was 

the problem of the previous method. As the evaluation 

method, we implemented the proposed method and 

conventional method on sensor terminal which emulated, 

measured its lifetime ratio and compared it. 

 As future prospects, there are we should address examine 

experiments and evaluation methods considering various 

more real environments. And, it is also necessary to deal 

with the response to burst loss and the delay problem of the 

encrypted frames in connectionless network. Furthermore, 

in order to improve the proposed method, we will adjust the 

number of times to estimate the entire Nonce value 

according to the truncated Nonce length by measuring and 

comparing the processing load in the decryption process and 

resynchronization process. 
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Abstract - With the advent of new technologies, the meth-

ods of presentation attacks as well as the security measures

taken against it is diversifying with each passing day and are

competing with each other. Yet the imposter is able to make

an access to a system illegally by deceiving the security through

the use of material containing artificial biometrics traits like

printed photo, display etc. Therefore, we propose a novel pre-

sentation attack detection algorithm which can ensure secu-

rity against unknown presentation attacks without any prior

knowledge of fake samples. Moreover, our proposed algo-

rithm can detect presentation attack with single static image

only. The key tasks are divided into two parts, creating a

smooth manifold of live samples and determining whether

the query image is included in the manifold. In this paper,

we utilize one class system such as SVM(Support Vector Ma-

chine) and DCGAN(Deep Convolutional Generative Adver-

sarial Network) to learn the manifold of live samples. For

DCGAN we propose a liveness scoring scheme based on the

AnoGAN(Anomaly Generative Adversarial Network) frame-

work. Based on these, we utilize the proposed method to face

presentation attack detection. Through our experiment we

were able to produce decent results by using palm live/fake

image dataset.

Keywords: biometrics, spoofing, presentation attack de-

tection, anomaly detection, generative adversarial networks

1 Introduction

In a society where not only simple tasks but decision mak-

ing of people to computers is coming it will become an im-

portant requirement to guarantee that the outsourcing was per-

formed by the user’s own will, and also to correctly detect it

when counterfeiting acts are forged or improperly tampered.

It is essential to guarantee the authenticity of the terminal in

addition to the authenticity of the terminal itself to satisfy

these requirements. Biometric authentication system is draw-

ing attention, which can guarantee the authenticity of the ter-

minal user.

Biometric authentication system (BAS) registers prelimi-

nary collected biometric information as a template and veri-

fies whether it belongs to a legitimate user by calculating the

similarity with the biometric information acquired at the time

of authentication. BAS uses a biometric feature of the per-

son without fear of forgetting, losing, or theft compared to an

authentication method using a password or a token.

On the other hand, biometric information such as faces,

sounds, fingerprints, handwriting is difficult to keep secret in

daily life. Biometric presentation attack is becoming a large

threat since fake biometric information becomes more sophis-

ticated along with the rapid development of sensors, printers,

and manufacturing machines.

To develop a BAS that is secure against presentation at-

tacks, demand for designing a robust presentation attack de-

tection(PAD) algorithms which classify an input sample as

live or fake is increasing.

Many previous approaches discussed the PAD features which

can guarantee security against a specific impersonation attack

such as frequency spectrum for printed photo [1], three di-

mensionalities of live face [2] and so on. However, the meth-

ods of presentation attacks are diversifying day by day. It is

difficult to learn in advance PAD features that can detect all

these attacks.

Regarding the problem, PAD algorithms have made it pos-

sible to detect various presentation attacks by combining mul-

tiple classifiers that solve binary classifications problem be-

tween live and fake samples such as [3, 4]. However, these

methods still have some problems. At first, it is necessary

to obtain not only biometric samples but also a large number

of fake samples for each type of presentation attack. Sec-

ond, the PAD algorithm does not guarantee whether an un-

known sample is classified as a presentation attack. Here we

define unknown sample as a sample that is not included in

the samples for training. Note that unknown sample includes

not only samples intended to resemble live sample but also

any synthetic samples since it is sufficiently effective in the

registration process.

The subject of this paper is to investigate the security against

the presentation attack using an unknown sample. This solves

the fundamental problem of making PAD difficult due to the

diversification of attacks. The main contributions of this work

are as follows:

1. We propose a novel Presentation Attack Detection (PAD)

algorithm which can be learned only with live samples

and guarantee security against unknown sample by uti-

lizing GAN based anomaly detection algorithm.

2. Proposed PAD algorithm is evaluated with public database

(Replay-Attack Database [5]) and achieved 3% of HTER

(Half Total Error Rate) by using a model trained only

with live samples.

2 Related Work

All the prior research that has been conducted on Anomaly

detection is performed by having to train the system by using

both live samples along with fake samples which are used for
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presentation attack. For all these conducted researches, the

core difference lies in the method used to model the real and

fake attempts. Prior methodologies based on the employed

cues are being classified in a recent study [6] where they are

divided into three major categories.

The first category is a method to detect face liveness which

relies on image quality/distortion measures. Work in [7] which

consists of detecting print attacks using the difference in the

2D Fourier spectra is an example of the method in this cat-

egory. The work stated in [8] utilizes the Lambertian model

which comprises of variational Retinex based approach and

Gaussian filters difference as its two methods.

The second category uses methods which are based on de-

tecting different signs of vitality which make use of character-

istics corresponding to live faces. For example, presentation

attack detection in [9] uses blinking which is used with oth-

ers cues in other work. Such as, [10] recommend the use of

all the dynamic information content of the video represented

using dynamic mode decomposition method.

The last category consists of methods based on the dif-

ference in motion patterns between real and presentation at-

tacks. It is assumed that presentation attack has rigid motion

whereas real-access attempts has both rigid and non-rigid mo-

tion. These approach depends on the fact that real accesses

correlate with 3D structures whereas presentation attack me-

dia are often at 2D planes. Eulerian motion magnification us-

ing two sets of features composed of LBPs(Local Binary Pat-

terns) [11] to enhance facial expressions is a typical case of

the method in this category. New liveness detection method is

proposed in [12] which utilizes the difference in optical flow

fields generated by the movements of 2D planes and 3D ob-

jects.

While most of the existing methods uses real access data to

try and learn a general classifier to outline presentation attack

attempts, work in [13] uses both texture and motion cues, the

authors built two presentation attack detection methods, one

being a generative approach while the other being a discrimi-

native method to study the client-specific information embed-

ded in the feature space and its effects on the performance of

the system.

The current work in terms of detection mechanism share

some similarities to the existing approach which utilizes im-

age content representation, is distinct in the way we formu-

late the existing the detection problem. The common ap-

proach used to detect anomaly in an image uses two-class

formulation where they separate the negative from the posi-

tive samples, our proposition uses one-class pattern classifi-

cation methods, testing it in a modified as well as an existing

method which yields good results to identify presentation at-

tack attempts. Moreover, the evaluations are performed by

using a self-made database which better reflects the difficul-

ties of detection in realistic scenarios.

3 Presentation Attack Detection using
Anomaly GAN

3.1 Generative Adversarial Networks

Goodfellow et al. introduced a concept of Generative Ad-

versarial Network(GAN) [14] which learns a generator ex-

pression indistinguishable by a discriminator by training a

generator model and discriminator model simultaneously. The

aim of the generator is to fool the discriminator by learning

the probability distribution of the input samples. Let x be an

input sample whose true probability distribution is p(x). G
is a generator that takes a latent vector z randomly selected

from the latent space Z and outputs a new sample G(z). The

discriminator D then outputs the probability that the given

input is either the true input from p(x) or the G(z) from the

generator. These two models are simultaneously trained us-

ing the min-max game of the formula:

min
D

max
G

V (D,G) = Ex∼p(x)[logD(x)] +

Ez∼pz(z)[log(1−D(G(z)))] (1)

Radford et al. [15] introduced deep convolutional genera-

tive adversarial networks (DCGAN) for unsupervised learn-

ing of features by utilizing convolutional neural networks as

the generator and discriminator network. More specifically,

they replaced the pooling layer with stride convolution layer

so that the network can learn its own spatial upsampling. Ad-

ditionally, they removed the full connection layer at the top

of the convolution feature to improve the model stability. Fi-

nally, batch normalization was utilized to suppress training

problems caused by poor initialization and helps propagation

of gradients in deep models by normalizing each unit to have

zero mean and unit variance.

3.2 Proposed Anomaly GAN for PAD

To detect presentation attack using single image, we pro-

pose a unsupervised learning to identify anomalies in imag-

ing data as candidates for fake sample. Figure 1 shows an

overview of our proposal. Our proposed scheme is based on

unsupervised anomaly detection scheme proposed in [16](here-

after, AnoGAN). AnoGAN uses DCGAN to learn a manifold

of live sample variability, acompanying a anomaly scoring

scheme based on the mapping from an image space to a la-

tent space.

3.2.1 Palm Imaging Model

We learn the palm image manifold X on the image space with

unsupervised learning using only the live palm images. When

query image is not included in the learned manifold X , it can

be detected as an unknown input.In DCGAN [15], generator
uses latent vector z chosen from latent space Z uniformly

at random to obtain a smooth mapping G(z) to palm image

manifold X .
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Figure 1: Overview of our proposal

3.2.2 Deriving latent vector

We can detect the Presentation Attack by checking whether

query image xq is included in the palm image manifold X
learned in the clause 3.2.1. Since DCGAN calculates G(z)
using the randomly chosen latent vector z, G(z) corresponds

to a random point on the palm image manifold X . Conse-

quently, the distance between G(z) and the query image xq

does not necessarily become small even if it is a live sample.

Therefore, to detect an unknown sample, we should confirm

the existence of a latent vector ẑ that has sufficiently small

distance between the query image xq and G(ẑ) on the mani-

fold X .

For finding the ẑ from randomly chosen latent vector z, we

use the backpropagation approach proposed in [16]. The loss

function L(zγ) for backpropagation is defined as follows:

L(zγ) = (1− λ) · LR(zγ) + λ · LD(zγ) (2)

where zγ is an updated latent vector to fool discriminator
D, LR(zγ) is the generator loss, LD(zγ) is the discriminator

loss and λ is a fixed parameter for convex combination. The

residual loss and the discriminator loss can be obtained as

follows:

LR(zγ) =
∑

|xq −G(zγ)| (3)

LD(zγ) =
∑

|f(xq)− f(G(zγ))| (4)

where f(·) is an output of the discriminator function. Only

the coefficients of z are adapted via backpropagation. The

trained parameters of the generator model and discriminator
model are kept fixed. In our proposal, ẑ is obtained by ap-

plying backpropagation process α times with query image xq

and randomly selected z. The obtained ẑ is used in classifi-

cation process.

3.2.3 Classification

In classification process, we investigated the three types of

score function, anomaly score A(x), residual score R(x), and

discriminator score D(x), respectively. The relationship be-

tween each score is defined as follows

A(xq) = (1− λ) ·R(xq) + λ ·D(xq) (5)

where the residucal score R(xq) and discrimination score D(xq)
are defined by the residual loss LR(ẑ) and discriminator loss

LD(ẑ) using at the α update iteration of the mapping pro-

cedure to the latent space, respectively. All score functions

output a large score for an anomaly image. In our experi-

ments, we use λ = 0.9 in equations (2) and (5) which was

found empirically due to preceding experiments on our palm

dataset.

4 Experiment

In this section, first a description of the custom made database

and the evaluation protocols used in this experiment is pro-

vided, following by experimental results obtained from the

database used. All the experiments were carried out using

Python with the tensorflow and pytorch library on a machine

with configuration (Intel i7-5930K, 64GB RAM, 12x Intel(R)

Core(TM), Ubuntu 64bit) environment.

4.1 Database
In our experiment, we constructed a custom made database

to make sure that the system is being able to make clear dis-

tinction between live and fake samples even when the sys-

tem encounters unexpected inputs which has no direct rela-

tion with the hand as though many previous works have used

public live/fake dataset such as Replay-Attack Database [5], it

contains only a specific type of fake photo and video samples

making it inadequate in terms of unknown samples.

The custom made database used in the experiment con-

sists of 8748 live samples and 6648 fake samples of palm

with an image resolution of 160x120 pixels taken directly

from approximately 2000 people with the camera of reso-

lution 1280×720pixels. For training, total of 8000 samples

were selected to train the model. The test set comprised of

748 live palm samples and 6648 fake palm samples from cases

not include in the training set. The training that we are per-

forming in this experiment is totally completely unsupervised.

Example of true samples and different variety of fake samples

that were used while training the system is given as below in

Figure 2. In order to include as many variety of unexpected

fake samples as possible to check the accuracy of the system,

we included photos such as (b)printed photo, (c)hand wearing

synthetic glove, (d) hand wearing cotton glove etc.

4.2 Evaluation Protocol
The manifold of live images was solely learned on image

data of 8000 live cases from the database with the aim to

model the variety of live appearance. For performance evalu-

ation in anomaly detection we ran various different protocols

exploited by researchers.

4.2.1 Proposed Protocol

All the training and test conducted for the anomaly detection

in this work are based on the one class system where only the

live samples are used to develop the model. In particular, the

following systems are used for the development and evalua-

tion:

• AnoGAN+RAW: The AnoGAN which uses one class

system trained using the original image
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(a) live (b) printed photo

(c) synthetic glove (d) cotton glove

Figure 2: Example samples used for training the model for

1 class system. (a) is an example of true sample used for

training the model and (b) to (d) are the different variety of

fake samples that were used for testing the model

• SVM1+RAW: The one-class SVM with a Gaussian ker-

nel trained using the original image

• SVM1+LBP: The one-class SVM with a Gaussian ker-

nel trained using the LBP feature

For each of these protocols, the model was trained using

8000 live samples and the test was conducted by using 100

fake samples along with 100 live samples which were not in-

cluded in 8000 live samples that were used for training the

model in order to check the accuracy of the model in order

to distinguish the fake samples from the live samples. Resid-

ual score R(xq) is taken into account in order to differen-

tiate between live samples and fake samples. The purpose

of this unsupervised one class training is to find the epochs

whose training accuracy as well as prediction accuracy are

good and which does not cause overfitting. For this dataset

the epochs which showed the best result is 50. As we try to

increase the epochs the accuracy of the model decreased. In

this experiment the unsupervised learning was conducted by

changing the epochs as 20, 25, 50,· · · ,100. In the result sec-

tion of this experiment, we used the result of 25 epochs as

the representative example and the result of 50 epochs as it

shows the best result. The residual score can vary each time

the test is conducted even if the image used for testing is the

same because the residual loss measures the visual dissimi-

larity between query image xq and generated image G(ẑ) in

the image space by finding a point ẑ in the latent space that

corresponds to an image G(ẑ) that is visually most similar to

query image xq and that is located on the manifold X . We

ran 100 back-propagation steps (α = 100) for the mapping of

new images to the latent space Z .

4.2.2 Evaluation Metric

For evaluating the result obtained, we consider the Area Un-

der Curve (AUC) obtained from Receiver Operating Charac-

teristic (ROC) curves. The ROC curve was made using resid-

ual loss as the parameter which yields good results as shown

Figure 3: The above figure represents the ROC graph of the

AnoGAN model trained for 25 (orange) and 50 (blue) epochs

respectively by using live samples as an input image for train-

ing.

System AUC(%)

AnoGAN+RAW (25 Epoch) 87.0

AnoGAN+RAW (50 Epoch) 96.8

SVM1+RAW 34.3

SVM1+LBP 83.5

Table 1: Area under the ROC (AUC) (%) for different systems

obtained by using custom database

in [16]. Vertical axis and horizontal axis of ROC curves usu-

ally present True Positive and False Positive Rate respectively.

It indicates that the plots top left corner is the optimal point.

Preferable TPR for the ROC curve is equal to one which makes

the preferable AUC’s values approaching to one.

4.3 Evaluation Results

The one-class systems introduced earlier are evaluated on

the custom made database which used 8000 live samples to

develop the model. In order to make sure that there is no bias

in the result obtained after testing each of the model we took

out a total of 200 samples randomly from the palm database,

100 samples each from live samples and fake samples. For

the fake samples, even though the 100 images taken out were

selected at random, it was made sure that it contained all the

variety of samples that were taken into account while creating

the fake samples. By doing so, we can see to what extent the

trained model produces the desired result even if it encounters

unexpected input which is fake but has no direct relation with

hand.

Figure 3 represents the ROC graph of the results obtained

from different models where the Y-axis shows True Positive

Rate and the X-axis shows False Positive Rate. Addition-

ally, Table 1 and 2 show the AUC and HTER (Half Total Er-

ror Rate) respectively. Note that HTER can be calculated by

min(TN + FP )/2.

Table 1 shows that the best performing one-class system in

terms of average performance is Ano-Gan+RAW with an av-
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System HTER(%)

AnoGAN+RAW (25 Epoch) 13

AnoGAN+RAW (50 Epoch) 3

SVM1+RAW 34

SVM1+LBP 17

Table 2: Half Total Error Rate(HTER)(%) for different sys-

tems obtained by using custom database

erage AUC of 96.8%. The result obtained in terms of AUC by

using one class SVM system [17] as a model for training and

testing the dataset as used for training and testing AnoGAN

is also shown in Table 1 and 2. It is clearly visible that the

proposed AnoGAN system is far more better than the conven-

tional one class SVM system. As far as the one class SVM

system are concerned, SVM1+LBP performed better as com-

pared to SVM1+RAW. It is because as stated in [18] by using

LBP feature they were able to perform their experiment in

a robust way which was computationally fast and didn’t re-

quired any user-cooperation. Moreover, the extensive experi-

mental analysis done by them on a publicly available database

showed excellent results compared to existing works which

proves clarifies that SVM1+LBP will show better results as

compared to SVM1+RAW.

5 Discussion

While we believe that an unsupervised model such as AnoGAN

could have many benefits, we also see some research prob-

lems. First, we have to find a way to determine the number

of epochs for which you have to train the system by relat-

ing it with the number of images used for training. Second,

while testing the one-class SVM method the SVM1 + LBP

produced better results as compared to SVM1 + RAW. So if

the code of AnoGAN is designed in such a way that it cal-

culates the loss function while taking LBP (histogram, cosine

similarity) into consideration from the point of training then

there is a chance that it might produces better result. Third,

we have only examined anomaly detection systems based on 1

class SVM and AnoGAN, it would be better if we study other

anomaly detection approach also. So, it can be concluded that

even if you train the system by using the true samples only,

it does not perform well enough and more modification and

research should be conducted to improve the performance of

this type of system. In future experiments we would like to

take the cost included in the making of the data set as well

as the time it takes to detect the fake samples from a group of

samples into consideration which would serve as a checkpoint

from where we can strive for further improvement.

6 Conclusion

In this study, we investigated a face presentation attack de-

tection method based on an anomaly detection using Gen-

erative Adversarial Network. Our remarkable result is that

the proposed PAD scheme achieved 96.8% AUC and 3% of

HTER by using a model trained only with real samples. It

is clearly visible that our proposal can achieve far more bet-

ter result than conventional one-class SVM systems. Addi-

tionally, it should be noted that our method can detect pre-

sentation attack by using single static image. Therefore, this

method can also be directly applied to deal with video presen-

tation attack or be integrated with a video-based palm live-

ness detection method for better performance. It is left to in-

vestigate about loss function suitable for presentation attack

and reduce the number of backpropagation α to improve our

method more secure and convenient.
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Abstract - At present, image recognition technologies
utilizing the deep learning are developing rapidly, and
some cases have been reported in which their recognition
accuracy has exceeded the human vision. On the other
hand, in order to conduct deep learning, it is necessary
to accumulate a large amount of training data. And, this
often becomes the obstacles to applying the deep learn-
ing to actual business systems. So, in this study, we pro-
pose a method to generate the images of training data
automatically by using computer graphics (CG). For ex-
ample, in inventory management of parts, target objects
are composed only of inventory shelves and parts. That
is, although it is difficult to accumulate a large number
of their actual images, it is expected that these images
can be easily generated by using CG. However, while it
becomes easy to prepare a large amount of the training
data by this method, there may be a deviation between
the actual images and generated CG images. Therefore,
firstly, we evaluate the influence of this deviation on the
deep learning by using plural kinds of CG images. Next,
we conduct experiments using training data in which a
part of the CG images are replaced with the actual im-
ages, and we evaluate the improvement of the accuracy
corresponding to the ratio of actual images. As a re-
sult, we show that by mixing a certain ratio of actual
images, effective training data for the deep learning can
be generated with CG images.

Keywords: Deep learning, Computer Grapahics, In-
ventory management system, Stocktaking, Convolutional
neural network

1 INTRODUCTION

Currently, the accuracy of image recognition utilizing
the deep learning is rapidly improving, and the case of
achieving accuracy exceeding human vision has also been
reported [4], [6], [14]. As a result, its applications are
rapidly spreading to various fields [3], [5]. On the other
hand, since a large amount of training data is necessary
in the deep learning, a large amount of image data has to
be accumulated for image recognition, too. Therefore, in
several application fields, there is a problem that it takes
a long time to accumulate such an image data.
For example, in the manufacturing factory of mechan-

ical products which our laboratory supports its produc-
tion management system improvement, the stocktaking
of parts inventory is a heavy workload. So, we proposed
a method to automatically discriminate the inventory

satisfaction by image recognition utilizing deep learning,
and constructed and evaluated its prototype. Here, the
number of image data used for this evaluation is 1,600 per
part. However, in the actual factory, the parts are deliv-
ered to the assembly field from parts shelves collectively:
by each product lot, namely product manufacturing unit,
or by each order composed of several products. So, the
number of times of variation of the shelves is compara-
tively small. For example, in the case where its variation
occurs once a day, about 250 images are obtained a year.
That is, to accumulate 1,600 images, it takes more than
6 years. In addition, parts are stored in each inventory
shelf, and their kinds extend to thousands. And, since
most parts are heavy, it takes large man-hours to de-
liberately change the situation of the inventory shelves
by hand so many times. For these reasons, to prepare
the training data efficiently has become the problem of
applying the deep learning to the actual inventory satis-
faction discrimination by the image recognition.

Here, each image of an inventory shelf is composed
of only two types of objects: the inventory shelf itself
and the parts. And, the parts are placed in the shelf
according to a certain rule. For example, in the case
of storing relatively small parts in a bulk container, the
state of the inventory shelf can be composed by piling
up the parts randomly from the bottom of the container.
This suggests that a large amount of various image data
of each inventory shelf can be generated by the computer
graphics (CG) automatically.

The motivation of this study is to show there are fields
as follows: it is difficult to accumulate a large amount of
training data composed of photographs of the actual ob-
jects (hereinafter, “actual images”) for the deep learning;
but, it is easy to accumulate the training data by utiliz-
ing CG. In addition, it includes showing the method to
obtain higher image recognition accuracy in the case of
utilizing the CG images. Therefore, the final goal of this
study is to develop a system for image recognition of ac-
tual object by using deep learning which training data
is generated by utilizing CG tool efficiently.In addition,
it is expected to be effective in the case of the above-
mentioned stocktaking and so on.

In this paper, we perform a feasibility study to develop
such a system, namely the evaluation of the image recog-
nition accuracy in the case of using CG data for the deep
learning. Concretely, presupposing the inventory shelf,
we classify the number of stored parts from 5 to 80 every
5 and evaluate the accuracy of their estimated quantities
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Figure 1: Inventory shelves of bulk container

by using the supervised learning.

On the other hand, the creation of high-precision CG
image similar to the actual images also requires a large
number of man-hours. Conversely, the actual images can
be obtained even in the case of the above-mentioned in-
ventory shelves in the factory, if the number of the images
is small.

So, we conduct this evaluation in the following two
stages. Firstly, we extract the factors in the CG image
creation and evaluate the influence of each factor on the
accuracy of the image recognition. Next, we evaluate the
change of this accuracy in the case where the CG images
are replaced with the actual image by each ratio. As a
result, we show that by replacing just a part of the CG
images with the actual images, it is possible to achieve
the same accuracy in the case of using the training data
constructed of only the actual images.

The remainder of this paper is organized as follows.
Section 2 shows the related works and the problem to
create the training data, and we propose the training
data generation method with CG for the stocktaking in
Section 3. Section 4 shows the implementation of this
method, and Section 5 shows the experiments and eval-
uations with the training data generated by this method.
We discuss the evaluation results in Section 6, and con-
clude this paper in Section 7.

2 RELATED WORKS AND
PROBLEM

In this section, we explain the background and related
works of our idea described in this paper. Our laboratory
supports the factory to introduce and operate its pro-
duction management system, which manufactures me-
chanical products. Since thousands of parts in various
shapes are stored in each inventory shelf in the factory,
the workload required for stock-taking of inventory is a
serious problem. In particular, in the case where parts
are stored in the bulk container as shown in Fig. 1, they
cannot be counted from the outside. So, it is necessary
to take out the parts in the container and count them
up. So, it is a major factor increasing man-hours.

Parts

order form

Inventory

display 

feature

Production 

management 

system

Order

points

Inventory

shelf

images

Inventory administrator

Figure 2: Inventory management utilizing images

On the other hand, with the progress of the Internet of
Things (IoT), various sensors such as surveillance cam-
eras are controlled remotely, and their data is accumu-
lated and analyzed in the server. As a result, since so var-
ious and enormous data has been stored in the database,
it has become difficult to deal with such a data with
conventional relational databases. So, various NoSQL
databases have been put to practical use to manipulate
such a data efficiently [11]. For example, MongoDB is
a kind of document-oriented NoSQL databases and pro-
vides the GridFS interface to manipulate such a data
efficiently in the distributed environment [1]. That is,
at present, an environment has been developed, in which
large capacity of image and video data can be easily han-
dled.

Due to such a technical background, we proposed an
inventory satisfaction discrimination method using the
inventory shelf images shown in Fig. 2 [9]. Here, the or-
dering point quantity is determined for each part in the
inventory shelves by the production management system,
and inventory is replenished when its inventory quantity
falls below this ordering point [12]. Therefore, to dis-
criminate visually that the inventory of each part sat-
isfies this ordering point quantity is more efficient than
performing the stocktaking of the inventory. For exam-
ple, in the case of the inventory shelf on the upper right
of Fig. 1, while it is difficult to grasp its exact quantity,
it is relatively easy to discriminate that there are ten or
more parts.

And, in the case where the discrimination is difficult,
by replenishing the part from the viewpoint of safety, it
becomes not necessary to count the inventory quantity.
As a result, we showed that the efficiency of the inven-
tory management could be achieved by showing both the
production plan data and current images of the inventory
shelves to the inventory administrator as shown in Fig.
2. However, even by this method, some problems about
the workload of the inventory manager remain: he must
check many inventory shelves one by one; especially, in
the case where a large number of parts are stored in the
bulk container, it takes time for the discrimination.

On the other hand, currently, the accuracy of image
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(1) Picture of marbles (5, 25, 60)

(2) Picture of nuts (5, 25, 60)

Figure 3: Picture example of experimental objects

recognition is rapidly improving by utilizing deep learn-
ing. For example, in the ImageNet Large Scale Visual
Recognition Challenge (ILSVRC), algorithms compete
for object detection and image classification of large-
scale. And, after the deep learning was applied in 2012,
the recognition rate has been greatly improved. More-
over, it exceeded 5.1% of human recognition rate in 2015
[14]. Along with the improvement in recognition rate,
the application of deep learning to image recognition is
spreading in various fields such as face authentication,
medical image diagnosis, plant disease detection, and so
on [3], [5], [10].

So, we conceived to apply the deep learning to the in-
ventory satisfaction discrimination utilizing image recog-
nition. And, as a feasibility study, we conducted the
experiment to recognize the classified quantity of the ob-
jects by the supervised deep learning. Then, we con-
structed the deep convolution neural network (deep CNN)
and performed the deep learning; we evaluated its accu-
racy of quantity estimation by using the test data of im-
ages prepared separately[7], [8]. For the target objects,
we used the marbles and nuts, which is easy to create
training data. And, we classified each of them from 5 to
80 every 5 with the label of their quantity.

Figures 3 shows image examples of training data in the
case of 5, 25 and 60. We prepared 100 image data for
each class, that is, the total is 1,600 for each of marble
and nut. Then, we padded 400 images by up/down and
right/left inversion, and 90 and 270 degree rotation. As
a result, we created 500 image data for each class, that is,
the total was 8,000 for each of marble and nut. Next, we
separated them into 6,000 training data and 2,000 test
data, then we separated 600 data from the training data
as the verification data. Ultimately, with 5,400 training
data, we conducted supervised deep learning with the
above-mentioned labels. Fig. 4 shows the composition
of deep CNN for this deep learning.

After that, we evaluated the accuracy of quantity es-

timation in this deep CNN by using the test data of
images prepared separately. Firstly, we conducted the
comparative evaluations between the deep CNN and hu-
man vision by using marbles. As for human vision, we
showed the images of the training data of each class to
let the humans learn its quantity. Then, the humans
were shown the test image for 10 seconds to answer its
quantity. As a result, we found that although the hu-
man vision was able to accurately estimate the quantity
in the case where it was small, the deep CNN’s accu-
racy was higher in the case where the quantity is equal
or more than 20. This experiment corresponded to the
inventory shelf of the bulk container shown in Fig. 2.
And, as shown the image of 60 in Fig. 3, it was difficult
for humans to estimate the quantity in a short time in
the case of many objects.

Furthermore, we evaluated the distribution of the es-
timated quantity. And, we confirmed that there was the
tendency that they are gathered in the vicinity of the
actual quantity, although some of them may disperse
rough. As a result, we concluded that it could be ap-
plied to actual inventory management systems by taking
the following countermeasures: the safety stock should
be increase to permit the error; the estimated quantity
should be compared with the logical inventory quantity
calculated by the production management system to de-
tect the error.

Here, in this experiment, as we treated small marbles
and nuts shown in Fig. 3, it was easy to obtain a large
amount of photo to create the training data by shuffling
these objects in the bowl at every time. However, in
the actual factory, the bulky and heavy parts shown in
Fig. 1 are treated. In addition, since it is in operation,
we cannot hinder the workers. That is, there is a prob-
lem that it is difficult to accumulate a large amount of
training data for applying the deep learning.

Generally, to apply the deep learning, accumulating a
large amount of training data is an important factor to
improve its performance, and training data is collected
in various ways in each application field. On the other
hand, there are application fields where collecting the
training data is difficult like this case. Therefore, it
is considered effective to develop an efficient preparing
method of the training data in such a field.

3 PROPOSAL OF TRAINING DATA
GENERATION METHOD
UTILIZING CG

As a solution to the problem of the fields where the
accumulation of a large amount of training data is diffi-
cult, we propose a training data generation method by
utilizing CG. Considering the characteristics of the in-
ventory shelf, usually only one kind of parts is stored in
one shelf. That is, from the viewpoint of CG, it is pos-
sible to construct the state of the inventory shelf with
only two objects, one inventory shelf and one part. Fur-
thermore, it is not necessary to consider the deformation
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Figure 4: Construction of deep convolutional neural network

of each object. That is, by piling up the part objects
randomly in the inventory shelf object, the state of the
inventory shelf can be constructed virtually.
Basically, to construct such an inventory shelf by CG,

the four factors should be considered: the shape of the
objects, the material of the objects, the illumination as
the environment, and the placement of the part objects.
Firstly, the shapes of objects can be realistically created
by using CG modeling tools, due to the measuring data
of the actual inventory shelf and part. Secondly, the ma-
terial expresses the textures of these objects, and it can
be also added by the CG modeling tools. However, it is
necessary to adjust the material by not only human vi-
sion, but also checking the influence to the deep learning.
Thirdly, the illumination needs to be determined based
on the actual factory illumination environment, and it
can be added in the same way as the material. These
three factors are static with respect to each inventory
shelf. So, it can be used repeatedly after once created.
Fourthly, the placement of the part objects is the most

important factor to create a large amount of training
data, and the following three requirements should be
considered. The first is a physical requirement, for ex-
ample, it is necessary that the placement in CG does not
collapse even if it is actually placed. The second is the
realization of random placement, that is, in order to ac-
cumulate a large number of training data, it is necessary
to construct different placement states even in the case
of the same number of the same parts. The third is the
rule of placement. For example, the parts in the second
container from the left of the uppermost shelf of figure 1
are the one like plates, and they piled for every 4.
Regarding such a placement, various kinds of CG tools

are provided. And, many of them can be controlled
by the programming language automatically and pro-
vide the feature of physical simulation such as free-fall
by gravity. Therefore, it is possible to create the various
placement state similar to the real world by executing
the physics simulation after randomly placing parts by
using programming languages.
For example, we show the case to generate the marble

training data shown in Fig. 3 by CG tool. Firstly, as
shown in (a) of Fig. 5, we create the bowl and marble
objects, then place the marble objects randomly above
the bowl. Next, the marble objects are dropped in the
direction of the arrow shown in (a) of Fig. 5 by using the
physical simulation of free-fall by gravity. After falling in
the bowl, it converges to the natural state shown in (b)

(a) Placement of marbles (b) After physical simulation

Figure 5: Image example of experimental objects

Figure 6: Batch file to control Blender by Python

by the control of the physical simulation. And, by sav-
ing the rendering image of this result, the image shown in
Fig. 3 can be obtained. By repeating these processes au-
tomatically by using the programming language, various
large amount of training data can be created.
As described above, it is expected that a large amount

of training data can be generated efficiently by using CG
tools in the following case: the target images are com-
posed of a small number of objects; and, a large amount
of different image data can be created according to a
certain procedure. As a result, it is considered that the
training data can be generated with CG images as sub-
stitute for actual images in a certain field, where it is
difficult to accumulate the training data by actual im-
ages.

4 IMPLEMENTATION OF
TRAINING DATA GENERATOR

In this study, we used 3DCD creation software Blender
2.79 [2] to generate the training data. Blender can be
controlled by Python script, and Python 3.5.3 is shipped
with the above-mentioned Blender. So, after we place
the necessary objects and lights in Blender, the arbi-
trary number of training data can be generated auto-
matically by using Python program according to the pro-
cesses shown in Section 3. We created Blender objects
and Python programs separately and executed them with
the batch file shown in Figure 6.
(a) of Fig. 7 shows the placement of objects in Blender,
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(a) Initial placement of objects in Blender (b) Camera view

Figure 7: Initial placement of objects in Blender

which is composed of a bowl, four marbles, and a square
tray. In this experiment, same as the previous study, we
used four types of marbles. So, we placed each one under
the tray. And, the tray is used to detect the spillage of
marble objects from the bowl object. That is since there
is a possibility that the marble objects spill out in the
physical simulation in the case where the number of them
is large, such an image must be excluded. (b) of Fig. 7
shows the view from the camera for the rendering. The
white solid quadrangle is the outline of the tray, and the
lower right is the lowest position. So, the spilled marble
objects gather here. And, the spillage can be detected
by comparing the image before and after the simulation
with trimming the bowl object. Incidentally, as for the
illumination, we placed Hemi lamp, which lights up the
whole area equally, and a directional lamp on the side of
the camera; the range between white dashed lines in (b)
of Fig. 7 was the rendering area.

The procedure to generate the images for the train-
ing data by using the batch file in Fig. 6 was as fol-
lows. Firstly, the Blender file was opened and the mar-
ble objects in (a) of Fig. 7 were randomly selected, then
their copies were placed hierarchically as shown in (a) of
Fig. 5. Here, to shorten the falling time, each hierar-
chy was divided into four quadrants, and marble objects
were placed randomly within the range of each quadrant.
Next, the state of (b) in Fig. 5 was generated by physical
simulation. Then, rendering was performed by the cam-
era placed right above the bowl object as shown in (b) of
Fig. 7, and its image was saved in a file. After that, the
Blender file was reopened to return to the initial state,
then the same procedure was repeated.

After all the image data generated, they are converted
to the training data by another Python program by the
following procedures. Firstly, images with spilled mar-
ble objects were excluded, then the outside of the bowl
object in the remained images was trimmed to create im-
ages similar to Fig. 3. Then, the designated number of
images were saved as the training data. After that, by
the same procedure as the previous experiment as shown
in Section 2, the images were padded 4 times to create
the final training data.

Table 1: Experiment cases on marbles

No Case Position Illumination Material

(1) Rough
(2) Position ⃝
(3) Illumination ⃝ ⃝
(4) Matrrial ⃝ ⃝
(5) All ⃝ ⃝ ⃝

(0) Real (1) Rough (2) Position

(3) Illumination (4) Material (5) All

Figure 8: Images of marbles by photography and CG

5 EXPERIMENTS AND
EVALUATIONS

In this experiment, firstly we evaluate each factor of
creating CG images from the viewpoint of the influence
on the accuracy of image recognition. Next, we evalu-
ate the change of this accuracy according to the ratio of
replacing a part of the CG images with the actual im-
ages. Firstly, images with spilled marble objects were
excluded, then the outside of the bowl object in the re-
mained images was trimmed to create images similar to
Fig. 3.

5.1 Evaluations of CG images for
marbles

Table 1 shows the factors of creating the CG image,
which is evaluated in these experiments: (2) Position, (3)
Illumination and (4) Material. We evaluated the influ-
ence of the improvement of each factor, and the case of
combining them. Incidentally, in Table 1, (1) Rough is
the state before improvement, and (5) All is the combi-
nation case. Figure 8 shows the examples of the images
of the training data of 30 marbles: (0) Real shows the
actual image and the others show the CG images created
with each case of Table 1. Since marble objects were ran-
domly placed in Blender in each case, the placements of
the marbles were not the same.
In (1) Rough of Fig. 8, since bowl modeling accu-

racy was low, the placement of marbles expanded and

International Workshop on Informatics  ( IWIN 2018 )

121



Case number

Standard deviation of prediction error

Figure 9: Change in standard deviation of errors

there were more gaps between marbles than the one in
(0) Real. So, in (2) Position, we improved the shape of
the bowl, then the placement of marbles became closer
to (0). Next, since the actual images were taken in a
room where multiple fluorescent lamps were installed on
the ceiling, we placed multiple lamps in Blender to make
the CG images close to the actual environment in (3)
Illumination. In (4) Material, we improved only the ma-
terial of the marbles from (2). In Blender, since it was
necessary to change the rendering engine from “Blender
rendering” to “Cycles rendering” in order to produce the
marble material, the brightness of the whole image was
changed in (4). In (5) All, we added the lamps of (3) to
the CG image of (4).

Next, we trained the deep CNN shown in Fig. 4 by
these training data. And, we prepared the test data com-
posed of 50 actual images for each case of 5, 20, 40, 60
and 80 marbles. Then, we obtained the estimated quan-
tity of each test data by the deep CNN. Figure 9 shows
the standard deviation of the estimate error of each case
of Table 1. This error is the difference between the ac-
tual quantity in each image and the estimated quantity
using the deep CNN. In this case, since we classified the
number of marbles from 5 to 80 every 5 and trained by
the supervised learning, the error also changed in units
of 5.

Here, “Case number” corresponds to “No.” in the Ta-
ble 1. Although the standard deviation of (0) Real was
5.3, the one of (1) Rough worsened to 73.7. And, it was
bettered to 20.1 by improving the position as shown in
(2). On the other hand, each improvement of (3) Illu-
mination and (4) Material worsened rather in the case
of executing separately. However, in the case of apply-
ing both shown in (5) All, it bettered to 13.8, that is, it
was necessary to improve the illumination and material
together.

Also, Fig. 10 shows the distribution of errors of esti-
mated quantities with respect to each actual number of
marbles in the case of (0) Real and (5) All. In (0), the er-
ror is distributed in the range of ±10 around the correct
“0”; while in (5), many peaks of distribution appeared

Remarks) Pre.: Prediction Quantity; 

Err.: Error from correct quantity

(0) Real

Pre.

Err.

(5) All

Pre.

Err.

Figure 10: Distribution of errors of estimated quantities

before and after “0”. However, even in the latter case,
though the error “over” namely 15 or more was occurred
about 20% in the case of 40 marbles, the error was within
the range of roughly ±10 in the case of other numbers.

5.2 Evaluations of CG and actual mixed
images

Next, we evaluated the change of the accuracy in the
case where the CG images are replaced with the actual
images by each ratio. We used CG images of (5) All in
Table 1 in this experiment, and the designated number
of images from the end were replaced with the actual im-
ages. For example, in the case of “5%”, we prepared 500
images using 425 CG images and 75 actual images. In
addition, the images for evaluation are the actual images
same as Section 5.1.
Figure. 11 shows the change of the standard deviation

of errors according to the mixed ratio of the actual data
from 5% to 20% for every 5%. The standard deviation
improved to about 2/3 when 5% of the CG images were
replaced with the actual images, which was about 55%
improvement as for the difference between (5) and (1).
Similarly, as of 10%, it improved to about half, which
was about 80% as for the difference between (5) and (1).
Furthermore, as of 20%, the standard deviation became
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Mixing ratio of actual data

Standard deviation of prediction error

Figure 11: Standard deviation of errors on mixing ratio

almost the same as of the actual images.
That is, in the case of replacing the CG images with

the actual images, the improvement of the accuracy was
relatively larger than the replacement ratio.

6 DISCUSSION

In this study, we evaluated the accuracy in the case
of using the CG images instead of the actual images in
the training data of the deep learning. As a result, as
shown in Fig. 10, we found that a certain degree of ac-
curacy could be achieved, while the errors spread larger
compared to the case of the actual images. On the other
hand, as shown in the relation between the CG images of
Fig. 8 and the standard deviations of the error in Fig. 9,
the accuracy was greatly affected by the factors to create
the CG images.
In other words, it is expected that the accuracy can be

improved by refining the CG image shown in (5) of Fig.
8 to make it closer to the actual images shown in (0).
However, the more we refine the CG images to look like
the actual images, the more the workload becomes big.
That is, it is necessary to repeat the several works ac-
companied by trial and error: the first is the adjustments
of the CG images such as material and illumination; the
second is the deep learning of the deep CNN. And since
each takes a long time, the ratio of improvement and cost
is expected to decline.
Therefore, we showed that the accuracy can be im-

proved efficiently by using the training data, in which a
part of the CG images were replaced with the actual im-
ages, as shown in Fig. 11. That is, we found that in the
case where the training data was generated with the CG
images are used, it is effective to prepare the actual im-
ages in possible and to use them as a part of the training
data. In addition, at the factory like the target of this
study, the operation to estimate the inventory quantities
by using the deep learning as follows is possible: initially,
the training data is composed of the CG images and a
few actual images; while increasing the actual images,
the training of the deep CNN is repeated by using these
images and the accuracy can be gradually improved.

As a result, we found that even the fields where it
is difficult to accumulate a large number of actual im-
ages for the deep learning, there is the case which target
is composed of the simple objects from the viewpoint
of CG. In such a case, we consider that to use the CG
images generated automatically for the training data is
effective.
However, in this study, we have verified the effective-

ness of the proposed method by using only the marbles
at just the laboratory. So, the verification in the ac-
tual factory remains as the future study: the first is the
verification with the actual parts and in the factory en-
vironment; the second is the development of the method
to collect the actual images efficiently in the factory.

7 CONCLUSION

Currently, the accuracy of image recognition utilizing
the deep learning is rapidly improving, and such an im-
age recognition is applied to various fields. On the other
hand, in order to improve the accuracy by the deep learn-
ing, it is necessary to accumulate a large amount of train-
ing data. And, the preparation of the training data often
becomes the obstacle to apply the deep learning.
For this problem, we proposed a method to generate

the training data automatically with CG in this study.
And, we confirmed that the training data can be gen-
erated by using the CG tool automatically; a certain
degree of the accuracy could be achieved by using such
a training data. Furthermore, we showed that the same
recognition accuracy could be obtained in both cases: in
one case, the training data was created by a large number
of the actual images; in another case, the training data
was created by a large number of the CG images and less
of the actual images. As a result, we found it is effective
to generate the training data by using the CG images,
in some fields where it is difficult to accumulate a large
number of the actual images for the deep learning.
Future studies will focus on the confirmation that this

method can be used generally such as various materials
and environments.
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Abstract - Repetitive patterns in time series obtained from 
sensors attached to humans or machines often show typical 
behavior, and finding such repetitive patterns is useful in 
various domains such as smart factory, health care, and 
seismology. Motif discovery is not only a fundamental 
method for finding repetitive subsequences in a longer time 
series, but is also used as a sub-routine in higher-level 
analytics including classification, clustering, visualization, 
and rule-discovery. However, existing motif discovery 
algorithms depend critically on knowledge of the correct 
subsequence length. Therefore, deciding on a suitable 
subsequence length is necessary before using those 
algorithms. In this work, we investigate criteria how suitable 
a subsequence is for a motif in order to select top K motifs 
among subsequences with different window lengths. We 
propose a new index ‘occurring frequency’ that counts the 
number of similar subsequence occurrences with removing 
trivial matching subsequences. We also show normalized 
motif occurring frequency, which we call ‘motif coverage’ 
in this paper, can decide optimal window lengths of motifs 
in simulated time series containing motifs with different 
window lengths.  
 
Keywords: Time series data mining, Motif discovery  

1 INTRODUCTION 

Time series motifs [1][2] are approximately repeating 
subsequences embedded in a time series. Motifs are one of 
the most important primitives in time series data mining, 
and motif discovery has been used as a sub-routine in 
higher-level analytics, including classification, clustering, 
visualization and rule-discovery. Moreover, motif discovery 
has been applied to domains as diverse as factory operation 
[3], medicine [4], and seismology [5]. The notion of a motif 
is useful for a wide range of applications, because a repeated 
and frequently occurring pattern implies a latent system that 
occasionally produces a repeatable output. For example, this 
system may be an over-caffeinated heart, sporadically 
introducing a motif pattern containing an extra beat [6], or 
the system may be a factory worker, producing repetitive 
movement in a series of assembly operations [3]. 

Since the Matrix Profile [7], a fast and scalable algorithm 
subsequence all-pairs-similarity-search in time series was 
introduced, it has helped to develop new innovative ideas 
for time series data mining [8]. However, as a motif is 
defined as a pair of subsequences the distance between 
which is the smallest, it does not necessarily imply that 
similar subsequences to the motif occurred frequently in a 
time series. That is, there are not necessarily very many 

subsequences in the neighborhood of a motif. Furthermore, 
motif discovery algorithms expect that a subsequent length 
be chosen beforehand, which usually means in practice that 
users must try several possible lengths, and must confirm 
that the discovered motif indeed has frequent similar 
subsequences in a time series. 

In this work, we introduce a new index ‘occurring 
frequency’ to measure the number of subsequences within a 
given range from the motif.  We will further define a novel 
index ‘motif coverage’ by normalizing occurring frequency 
with respect to a window length so as to decide which the 
best motif is among motifs with different lengths. 

2 RECONSIDERRATION ON THE 
DIFINITION OF MOTIF 

This section describes the commonly used definition of 
motif and summarizes the problems for deciding optimal 
length of motif. 

2.1 Definition of a Motif 

Motif is defined by using nearest neighbor distance in the 
space consisting of subsequences in a time series.    

Definition: time series X  
A Time Series X=[x1,…,xm] is a continuous sequence of 

real values. We denote the value of the i-th time point as 
X[i] = xi. 
 
Definition: subsequence  X[p:q] 

  A subsequence s = [xp, xp+1,...,xq] = X[p:q] is a list which 
consist of continuously occurring values in X, starting at 
position p and ending at position q. We also denote a 
subsequence X[p:q] as ܺ௪ሺ݌ሻ, which means a subsequence 
staring at p with length w. 
The length ݓ of a subsequence ܵ is w ൌ ݍ െ ݌ ൅ 1 and we 

denote it as length(s). 
 
Definition: support of a subsequence 

The support of a subsequence ݏ is a set of time at which a 
subsequence ݏ  have a value. The support of X[p:q] is [p:q] 
= [p, p +1,..., q-1, q] and we denote it as support (s). 

 
Definition:  subsequence space ܵ௪ሺܺሻ 

Subsequence space is the set of all the subsequences with 
length ݓ  in a time series X.  We denote it as ܵ௪ሺܺሻ . 
Subsequence space ܵ௪ሺܺሻ	is a ݓ dimensional vector space. 
Therefore, for given subsequences ݏ௜	and	ݏ௝ , the distance 
between ݏ௜	and	ݏ௝, which we denote as dist ൫ݏ௜,  ௝൯, can beݏ
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defined the same as vector space. We use ܮଵ distance in this 
paper.  	
,ሻ݌൫ܺ௪ሺݐݏ݅݀ ܺ௪ሺݍሻ൯ 

≡ 		෍ 		|Xሺ݌ ൅ ݅ െ 1ሻ െ ܺሺݍ ൅ ݅ െ 1ሻ|	
௪

ଵ
 

 
Definition: disjoint subsequence 

Let si and sj be subsequences. When support (si) and 
support (sj) are disjoint, that is support (s1) ∩	support (s2) 
ൌ 	∅,  we call that si and sj  are disjoint. 

 
Definition: Motif subsequence (1-NN) 

Let w  be a window length and X be a time series. A 
subsequence s with length w in X which satisfies the below 
condition is called a motif.   

There is a subsequence sᇱ with length ݓ, such that 
dist(s,	sᇱ) =  min

௜,௝
	ሼ	dist൫ݏ௜, ,௜ݏ	|		௝൯ݏ ௝ݏ ∈ 	 ܵ௪ሺܺሻ and 

                              support	ሺݏ௜ሻ ∩ 	support	൫ݏ௝൯ ൌ 	∅ሽ 

  The above definition is based on one nearest neighbor (1-
NN) distance. We can extend this definition for k nearest 
neighbor distance by replacing minimum with k-th 
minimum in the above condition. 

2.2 Problems in Defining Motif Criteria  

The intuitive meaning of a motif is a subsequence which 
has many similar subsequences in a time series X. The first 
idea for defining motif criteria, which are indexes to 
measure how suitable a subsequence is for a motif, is to give 
indexes to measure ‘similar’ and ‘many’ in the above 
intuition.  A similar sequence can be measured by a distance 
between subsequences. With regard to the definition of 
“many”, it seems to be possible to count the number of 
subsequences which are similar to a given motif. We call 
this number “occurring frequency”. There are several 
problems for defining occurring frequency and motif criteria. 
Those problems can be summarized in the following three 
points.  

(1) Error dependency 
   When we call a sequence ݏ௜ is similar to a subsequence ݏ 
means that dist(ݏ௜, ݏ) is small. Therefore, the threshold of an 
error parameter ߳  is necessary for counting similar 
subsequences to ݏ . A simple definition of occurring 
frequency of ݏ  is |ሼݏ௜	|		ݏ௜ ∈ 	 ܵ௪ሺܺሻ	ܽ݊݀	݀݅ݐݏሺݏ௜, ሻݏ 	൑ ߳	ሽ| 
where |A| means the number of elements of a set A. This 
definition needs a window length ݓ  and an error ߳  as 
parameters.  

(2) Window length dependency 
   As the previous simple definition shows, a window length 
ݓ  should have been given before we define the distance 
between subsequences. When we select the better motif 
from motif candidates with different window lengths, we 
need the criteria for comparing the appropriateness of 
subsequences with different lengths as motifs. 

(3) Trivial match  
   Subsequences close to a subsequence ݏ are similar to ݏ, if 
time series is continuous and has a small vibration. We call 

this property “trivial match”. Most time series which have 
motif patterns satisfy this assumption. Trivial match is 
described formally by that dist(X[݌ᇱ:	݌ᇱ ൅ ݓ െ 1] , X[:݌	݌ ൅
ݓ െ 1 ]) is small, if  |݌ െ |ᇱ݌ ≪ ݓ . Trivial matching 
suggests that the simple definition may count subsequences 
duplicately. When we count the similar subsequences, we 
should take trivial matching into consideration.  

3 MOTIF OCCURING FREQUENCY AND 
COVERAGE 

3.1 Our Approaches 

This subsection describes our approaches for each of 
problems described in the precious section.  

(1) Error dependency 
   We will define a neighborhood of a subsequence in ܵ௪ሺܺሻ 
for a given time series ܺ  with two parameters, a window 
length ݓ and a distance error ߳.  

(2) Window length dependency 
   If an error is equal, the longer subsequence seems to be 
more appropriate than the shorter subsequence as a motif. 
Therefore, we introduce an error per subsequence length for 
a longer length motif to be advantageous. Furthermore, we 
will define ‘motif coverage’ as an index for deciding the 
best motif among subsequences with different window 
lengths. 

(3) Trivial match  
   When we define a neighborhood of a subsequence ݏ  in 
subsequence space ܵ௪ሺܺሻ , we remove trivial matching 
subsequences of ݏ. 

3.2 Neighborhood of a Subsequence 

First, we introduce a disjoint neighborhood for treating a 
trivial match problem. Then, we define a maximal disjoint 
neighborhood of a subsequence for defining occurring 
frequency. 
 
Definition: Disjoint ݄ܾ݊݁݅݃݀݋݋݄ݎ݋ of a subsequence 
Let X,w	, ߳ and s are a time series, a window length, a 

positive real number and a subsequence with length w 
respectively. Disjoint 	neighborhood of 	s	,		which we 
denote as 	ܤܦ௪ሺݏሻ, is	a subset of ܵ௪ሺܺሻ where for every 
pair ݏ௜, ௝ݏ 	 ௜ሻݏሺ	ሻ, supportݏ௪,ఢሺܤܦ ∋ ∩ 	support	൫ݏ௝൯ ൌ 	∅. 
 

The above definition allows little important subsets. In an 
extreme case, a null set satisfies the above definition. Our 
concern is the one which has maximal number of disjoint 
subsequences.  
 

Definition: ݈ܽ݉݅ݔܽܯ	neighborhood		of a subsequence  
Maximal neighborhood of a subsequence 	ܤ௪,ఢሺݏሻ  is a 
disjoint neighborhood 	ሻݏ௪,ఢሺܤܦ  which has the largest 
number of elements. 

 
There are several choices in selecting the elements of a 

maximal disjoint neighborhood. However, there is no 
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problem, because it is sufficient to know only the number of 
elements of a set without knowing the contents of a set for 
defining occurring frequency. 
 

Theorem:	 Construction of maximal disjoint neighborhood 
Let X,w	, ߳ and s are a time series, window length, a positive 
real number and a subsequence with length w. When we 
repeatedly select the nearest disjoint subsequence from s 
towards right to the end of  X  (we call the selected 
subsequences right neighborhood) and conversely search 
towards left to the beginning of X (we call the selected 
subsequences left neighborhood), the union of the right and 
left neighborhoods is a maximal	neighborhood		of	ݏ	. We 
call this construction method ‘nearest order selection’. 
Proof: 

When a ܤ௪,ఢሺݏሻ	 is a maximal	neighborhood		of	ݏ , we 
will show that the subsequence set constructed by the above 
procedure has the same number of elements. We will prove 
the case of right neighborhood, because the proof of the left 
case is similar to it.  
When we sort the element of ܤ௪,ఢሺݏሻ	by time ordering, we get  
ሻݏ௪,ఢሺܤ ൌ ሼ… , ݏ ൌ 	ܺ௪ሺ݌ሻ, ܺ௪ሺ݌ଵሻ, ܺ௪ሺ݌ଶሻ,…,ܺ௪ሺ݌௡ሻሽ 

where ݌ ൏ ଵ݌ ൏ ଶ݌ ൏ ⋯ ൏ ௡݌ ൏  .ሺܺሻ݄ݐ݈݃݊݁
By nearest order selection, the first selected subsequence 
ܺ௪ሺ݌ଵᇱሻ	 satisfies  ݌ଵᇱ ൑ ሺinequalty		݌ 1ሻ. Because ܺ௪ሺ݌ଵᇱሻ	 
which has the smallest ݌ଵᇱ ൐   where ݌
,ଵᇱሻ݌ሺܺ௪ሺݐݏ݅݀   ܺ௪ሺpሻሻ ൑ ߳ 

		ܽ݊݀	support	൫ܺ௪ሺ݌ଵᇱሻ൯ ∩ 	support	൫ܺ௪ሺpሻ൯ ൌ 	∅. 
Next, secondly selected subsequence ܺ௪ሺ݌ଶᇱሻ satisfies   
ଶᇱ݌				 ൑ ሺinequalty	ଶ݌ 2ሻ similarly.  
If we continue these procedures, i-th selected subsequence  
ܺ௪ሺ݌௜ᇱሻ satisfies  ݌௜ᇱ ൑ ݅		௜݌ ൌ 1,2, … , ݊			   ሺinequalty ݅ሻ 
The above inequalities show that the disjoint neighborhood 
constructed by nearest order selection 
ሻݏᇱ௪,ఢሺܤ ൌ ሼ… , ݏ ൌ 	ܺ௪ሺ݌ሻ, ܺ௪ሺ݌ଵᇱሻ, ܺ௪ሺ݌ଶᇱሻ,…,ܺ௪ሺ݌௡ᇱሻሽ  
has equal or larger number of elements to ܤ௪,ఢሺݏሻ. 
However, because ܤ௪,ఢሺݏሻ is a maximal disjoint 
neighborhood, the number of elements of ܤᇱ௪,ఢሺݏሻ must be 
equal to that of ܤ௪,ఢሺݏሻ. This means that ܤᇱ௪,ఢሺݏሻ is also a 
maximal neighborhood		of a subsequence ݏ. 

3.3 Occurring Frequency and Motif Coverage  

This subsection defines occurring frequency and motif 
coverage.  
 
Definition: Occurring frequency 
Let X,w	, ϵ and s are a time series, a window length, a 
positive real number and a subsequence with length w 
respectively.  Occurring frequency of a subsequence s on an 
error ϵ is the number of the elements of a maximal 
neighborhood of a subsequence ܤ௪,ఢሺݏሻ,	that is, หܤ௪,ఢሺݏሻห. 
 
Definition: Motif Coverage  
Let X,	and ߳ are a time series and a unit error per window 
length respectively. Motif coverage of a subsequence ݏ with 
length w  is ݓ ൈ หܤ௪,௪ఢሺݏሻห 
 

We can select the best motif among subsequence with 
different window lengths by the following procedure. 
 1.  Give a list of window lengths W.  
 2.  Select the subsequence which has the maximal occurring 
frequency for each window length in W.  The selected 
subsequences are each best motifs for each window lengths 
in W. 
3. Select the subsequence that has the maximal motif 
coverage among the motifs obtained by procedure 2. The 
selected subsequence is the best motif among all the 
subsequences with all the window lengths in W. 

4 ALGORITHM 

We can get algorithms for calculating occurring frequency 
and motif coverage by operationally interpreting the 
definitions and the theorem in the previous section.  
 TABLE 1 shows an algorithm that counts the occurring 

frequency of a given subsequence. The inputs are a time 
series X, a window length w of the given subsequence s, a 
starting time t of s and an error per window length ߳. The 
outputs are the occurring frequency and the motif coverage 
of the given subsequence s.  
  Line 01 calculates each distances between the given 
subsequence s and each subsequences in ܵ௪ሺܺሻ. Line 02 
counts the number of elements of a maximal neighborhood 
subsequence set whose elements are in the right side of the 
given subsequence s. Line 03 counts the number of the 
elements of a maximal neighborhood subsequence set whose 
elements are in the left side of s. Line 04 counts the total 
occurrence frequency of s by adding the right side one 
obtained by line 02 and the left side one obtained by line 03. 
Line 05 calculates the motif coverage of s by multiplying 
the window length w and the occurring frequency obtained 
by line 04. 

 
TABLE 1.  CountOccurringFrequency Algorithm 

Algorithm: CountOccurringFrequency (X, w, t, ߳) 

[Input]   X: Given time series  
w:  Length of a given subsequence s 
t:    Stating time of a given subsequence s 
߳:  Error per unit length  

 [Output]    OF:  Occurring frequency of s in error ߳ݓ 
                    MC:  Motif coverage of s 

01 
02 
03 
04
05 
06 

DL = distanceListFromS(X, t, w); 
OFR = countRightOccurence (DL, t, w, ߳) 

  OFL = countLeftOccurence (DL, t, w, ߳) 
  OF = OFR + OFL;   
  MC = OF * w;  
  return (OF, MC); 

 
TABLE 2 shows an algorithm that counts the number of 

elements of a maximal neighborhood subsequence set whose 
elements are in the right of the given subsequence s.  The 
inputs are the distance list  DL obtained by line 01 in 
TABLE 1, the window length w of a given subsequence s, a 
starting time t of s and the error per window length ߳. The 
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output is the number of maximal neighborhood 
subsequences in the right side of s.  

Line 01initializes a time cursor ‘Cur’ and a normalized 
error ‘Err’. Line 02-13 is a while-loop that chooses maximal 
subsequences that are in the right side of the given 
subsequence s to the end of the time series X. Line 03-05 is 
a while-loop that searches the next disjoint subsequence 
whose distance from s is smaller than ‘Err’. Line 06-09 
increments ‘Right’ when the line 03-05 found a new disjoint 
subsequence. Line 10-12 exits while-loop 02-13 after 
checking all the subsequences in the right side of s.   

TABLE 2. CountRightOccurence 

Algorithm: countRightOccurence (DL, t, w, ߳) 

[Input]   DL: Given time series  
w:  Window length of a given subsequence s 
t:    Stating time of s 
߳:  Error per unit length  

 [Output]  Right:  the number of maximal neighborhood  
subsequences in the right of s. 

01 
02 
03 
04
05 
06 
07 
08 
09 
10 
11 
12 
13 
14 

Cur = t+1;  Err = ߳ ∗ ܹ; 
  while Cur <= length(DL) 
     while DL(Cur) >  Err or Cur <= length(DL) 
       Cur = Cur + 1; 
    end 
    if DL(Cur)  <=  Err 
       Right := Right + 1; 
       Cur := Cur + w – 1; 
    end 
    if Cur > length(X) 
      break; 
    end 
 end 
  return Right;  

 
TABLE 3 shows an algorithm that counts the number of 

maximal neighborhood subsequences which are in the left 
side of the given subsequence s.  The left case can be 
reduced the right case by reversing the time series values 
from right to left.  
  Line 01 reverses the distance list ‘DL’ from right to left. 
Line 02 reverses the starting time t of s from right to left. 
Line 03 gets the value of the left case by calling the 
algorithm ‘CountRightOccurence’ with the reversed 
arguments. 

TABLE 3. CountLeftOccurence Algorithm 

Algorithm: countLeftOccurence  (X, w, t, ߳) 

 [Input]  DL: Given time series  
w:  Window length of a given subsequence s 
t:    Stating time of a given subsequence s 
߳:  Error per unit length  
X: Given time series   

[Output]  Left:  the number of maximal neighborhood  
subsequences in the left of s. 

01 
02 
03 

DL_rev = fliplr(DL); 
   t_rev  = length(X) – t + 1; 
   Left = countRightOccurence (DL_rev, t_rev, w,	߳) 

5 EXPERIMENTAL EVALUATION 

We show that our proposed index ‘motif coverage’ can 
select the best motif among subsequences with different 
window lengths.   

5.1 Window Length Selection 

This subsection shows that for two simulated time series 
in which motif patterns are intentionally inserted, motif 
coverage can select the best window length of the inserted 
motif.  

(1) Experiment 1 
First, we will show that ‘motif coverage’ can decide the 

best window length 15 by selecting window length that has 
the highest ‘motif coverage’ among each best motifs with 
window lengths 5,9,15 and 31 in time series shown by 
Figure 1. 
   Figure 1 is a simulated time series that combines sine 
curves with length 15 and random subsequences with 
various length.  
    Figure 2 shows motif coverage values on each times and 
each window lengths in case that an error per window length 
is 0.01. The top graph is a motif coverage trend graph in 
window length 5. The second, third and fourth trend graphs 
from the top to the bottom are each motif coverage ones 
with window length 5, 9, 15 and 31 respectively. The third 
trend graph for length 15 shows that times at which motif 
patterns start have high and sharp peaks. The trend graphs 
for length 5 and 9 shows that times at which sub-patterns of 
the best motifs start with length 15 have relatively high 
motif coverage values and longer peak duration than those 
of length 15. These observations match the fact that the best 
motif pattern includes motifs with smaller window lengths.  
    Figure 3 shows each best motifs in each window lengths. 
The best motif in length 15 is an intentionally inserted one. 
The best motifs for window lengths 5 and 9 are the sub-
patterns of the best motif with length 15. The best motif 
with length 31 is a subsequence including the best motif 
with length 15.  

Figure 4 shows motif coverage values for each best motifs 
with each window lengths. The window length which has 
the highest motif coverage is 15. It shows that motif 
coverage can decide the optimal window length. It also 
shows that the nearer window length to 15 is, the higher 
motif coverage is. This result is what we expect for motif 
coverage. 

 

 
Figure 1. A time series with a motif of length 15 samples 
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Figure 2. Motif coverage of each times for each 
window lengths 
 

 
Figure 3. Best motifs for each window lengths 

 
Figure 4. Motif coverage of best motifs with each 
window lengths 
 
(2) Experiment 2 

Next, we will show that ‘motif coverage’ can decide the 
best window length in a time series including two motif 
patterns with different lengths. 
   Figure 5 is a simulated time series that combines sine 
curves with length 15 and 31 and random subsequences with 
various length.  
    Figure 6 shows motif coverage trend graphs in each 
window lengths in case that an error per window length is 
0.01. Each trend graphs are for window lengths 5, 9, 15, 31 
and 47 from the top to the bottom. As is the first experiment, 
the trend graphs for 15 and 31 have high peaks of motif 
coverage values at times when motif patters start.   The 
trend graphs for 5, 9 and 15 have relatively high motif 
coverage at times when sub-patterns of the motif patterns 
with length 15 or 31 start. 
   Figure 7 shows each best motifs in each window lengths. 
The best motifs in window lengths 15 and 31 are 

intentionally inserted ones. The best motifs in each window 
lengths 5 and 9 are sub-patterns of the best motifs with 
lengths 15 or 31. The best motif with window length 47 is a 
subsequence including the best motif in window length 31.  

Figure 8 shows motif coverage for each best motifs with 
each window lengths. It shows that 15 and 31 are top 2 
window lengths.  

 
Figure 5. A time series with length 15 and 31 motifs. 
 

 
Figure 6. Motif coverage of each times for each 
window lengths 
 

 
Figure 7. Best motifs for each window lengths 
 

 
Figure 8. Motif coverage of best motifs with each 
window lengths 
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5.2 Error dependency of Motif Coverage 

    The previous subsection shows that ‘motif coverage’ with 
an appropriately selected error per window length can 
decide the best window length. However, the problem how 
to decide an error per window length still remains. This 
subsection shows error dependency of motif coverage and 
the consideration on this remaining problem.  

Figure 9 shows error dependency graphs of each motif 
coverages of the best motifs with each window lengths for 
the time series shown in experiment 1. This graph shows 
that the best window length has overwhelmingly highest 
value in small error values. However, as the larger the error 
value is, the smaller the difference is. This observation 
suggests that an occurring frequency should be measured in 
a small error value, because motif is local characteristics in a 
subsequence space ܵ௪ሺܺሻ.  This observation also suggests 
that a rising point in an error dependency graph seems to be 
a candidate for deciding the optimal error per window length. 

 
Figure 9. Error dependency of each motif coverage of 
each best motifs with each window lengths (Data 1) 

 

 
Figure 10. Error dependency of each motif coverage 
of each best motifs with different window lengths 
(Data 2) 
 
Figure 10 shows error dependency for time series shown in 

experiment 2. This graph shows that the best window length 
15 and 31 have overwhelmingly higher values in small error 
values. However, as larger the error value is, the smaller the 
difference is. This observation is the same as that in data 
shown in experiment 1.  

6 CONCLUSIONS 

We proposed novel indexes ‘occurring frequency’ and 
‘motif coverage’ for deciding optimal window length in 
motif discovery.  We also showed that ‘motif coverage’ can 
decide the best window length by selecting window length 
that has the highest ‘motif coverage’ among each best motifs 
with each window lengths in simulation data. 
 From a theoretical point of view, a future work is how to 

decide an error per window length, which is a remained 
parameter of motif coverage. From an experimental point of 
view, we plan to apply our algorithms to more complex 
simulated data as well as real data. 
 
This work is supported by JSPS KAKENHI Grant Number 

17K00161.  
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Abstract–– At manufacturing sites throughout Japan, labor 

force reduction and industrial structure changes are 

progressing. To meet these and related challenges, many 

small and medium-sized enterprises need not only to 

advance skills and techniques, but also to hand down skills 

and techniques to new groups of workers. Therefore, the 

need for human resource development in small and medium-

sized enterprises is increasing. Although many such 

enterprises acknowledge the importance of vocational 

training, a shortage exists of human resources responsible 

for guiding vocational ability development. Visualization of 

skills using ICT and advancement of skills are urgently 

needed at manufacturing sites in Japan. This study examines 

the visualization of skills using big data analysis at sites of 

vocational ability development. As described herein, we 

explain construction of the analytical environment using the 

operation history in programming practice as the first stage. 

Keywords: big data; big data utilization technology; 

curriculum model; job training; polytechnic science 

1 INTRODUCTION 

With the dramatic development of information and 

communication technologies such as the spread of 

smartphones and Internet of Things (IoT), enormous 

amounts of information generated in society and many 

academic research fields are accumulated as big data. Such 

big data include vast knowledge and potential value. 

Therefore, their effective use for analysis and processing of 

data using artificial intelligence (AI) is crucially important 

for future industrial development. Actually, big data 

utilization is anticipated not only to strengthen the 

international competitiveness of companies, but also to 

solve social problems, to create new businesses and services, 

to improve the convenience of individual lives, etc. Already, 

intense international competition has begun. In the industrial 

world, Germany has promoted Industry 4.0; the US 

advocates an Industrial Internet. Moreover, a struggle for 

international standardization has developed. Comprehensive 

efforts including human resource development to cope with 

this trend have become urgent in Japan as AI, IoT, big data, 

and structural reforms for technological innovation of robots. 

Social media data, website data, sensor data, log data, 

multimedia data, customer data, office data, operation data 

are all examples of big data recognized by the Ministry of 

Internal Affairs and Communications (METI) [1]. Big data 

is defined as "a large amount of data that is difficult to 

manage with existing technology" and which is represented 

by Volume, Variety, and Velocity: the 3 Vs (generation 

speed / update frequency). Large varieties of data having 

various forms and structures can be generated, collected, 

accumulated, and otherwise processed using information 

and communications technology (ICT). Furthermore, big 

data are fundamentally heterogeneous large-scale datasets 

with non-stationarity that captures data with different 

frequencies and accuracies from moment to moment. 

Fundamentally, conventional data analysis processes 

input data collected for some purpose with an algorithm, 

yielding necessary information as an output. However, 

analysis of big data makes it possible to realize scientific 

discovery, prediction, and knowledge acquisition that could 

not be achieved through conventional data analysis. 

However, representing natural phenomena and social life 

requires the use of analyzed results of data of various kinds 

gathered using sensor arrays, monitors, and recorded 

information transmitted on a daily basis. Furthermore, for 

information processing, society is shifting from 

interpretation of data and from appropriate modeling of 

analysis methods to information and knowledge acquisition. 

For the reasons enumerated above, the E-Science Data 

Center Science Subcommittee of the Informatics Committee 

of the Science Council of Japan [2] and the Ministry of 

Education, Culture, Sports, Science and Technology 

(MEXT) [3] recommend the necessity of developing big 

data utilization technicians who have acquired new 

information processing technologies such as data acquisition 

technology dealing with big data, data utilization technology, 

machine learning, and statistical modeling. Furthermore, 

they are tackling human resource development. In this way, 

top-down efforts centering on MEXT, METI, and IT 

industries are being developed, such as academic research 

responding to technological innovation and further 

improvement of technical skills of information processing 

engineers. 

Nevertheless, bottom-up training for practical engineers 

to use big data mainly in manufacturing industries in Japan 

has not been implemented as public vocational training. 

Figure 1 portrays the situation in Japan and an outline of this 

research, which was conducted to construct a curriculum 
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model for learning Big Data utilization technologies with 

the current training contents of public vocational training. At 

universities and large enterprises designated by MEXT, 

research and efforts are being conducted on advanced data 

science. Efforts related to big data utilization are limited at 

production sites of small and medium enterprises. Among 

them, the introduction of data science to production sites of 

small and medium enterprises represents an urgent issue for 

Japan's manufacturing industry, where the labor force is 

decreasing and the aging of skilled technicians is 

progressing. Therefore, this study was undertaken to 

construct a data collection infrastructure to promote the 

utilization of big data for engineers at the production site. 

Based on data gathered in this research, we assess a 

curriculum through which on-site technicians acquire basic 

knowledge of utilization technology using data science and 

by which they can collaborate with advanced data scientists. 

Therefore, we consider data necessary for analyses from a 

person, machine, material (3M) perspective of the model 

used for problem identification and analysis at the 

production site and aimed at modeling. As described in this 

paper, we explain programming practice as the first 

approach. As described herein, we present an approach to 

standardize the data model for analysis by accumulating 

data of a trainee's programming work, targeting 

programming practice. Chapter 2 describes earlier research 

related to this topic. Chapter 3 explains our proposed 

method for estimating proficiency in education and for 

training using data from a trainee's programming work. 

Chapter 4 describes experimentally obtained results for our 

proposed method and a discussion of the results. Chapter 5 

presents a summary of contributions and future work. 

 

 

2 RELATED WORK 

Research investigating proficiency related to skills and 

techniques is conducted in various fields. Furukawa et al. [4] 

specifically examine such sophisticated physical skills as 

playing sports and playing instruments and introduces 

research activities aimed at elucidating and verbalizing those 

skills. They introduce approaches from physical modeling, 

measurements and data analysis, cognitive science, and 

human interfaces. Yamagiwa et al. [5] simplify the 

recording of human activities as body movement big data 

and present approaches to visualize differences between 

expert skills and novice skills using a technique called skill 

grouping. They identify skill differences in sports activities 

by comparison with skilled athletes. Miyadera et al. [6] 

present a system in which teachers monitor real-time 

learning of beginner programmers in the classroom and 

provide support to groups of students with common 

problems. Their system has a program animation function 

that passes through the program with understanding of the 

student's historical record of operations. By analyzing this 

record, the system accurately notifies the teacher of common 

problem areas and an inferred cause of the difficulty. 

Tanigawa et al. [7] reports that a teacher can not teach 

efficiently when a student's source code is read at the time of 

questioning in the programming exercise. Furthermore, the 

trial and error process from the record of the function calling 

order at the time of source code creation by the student is 

analyzed. A calculation method is proposed for student 

acquisition items. In their method, by deriving a pattern 

common to many students as a calling pattern, a user can 

ascertain learning items efficiently and can then pursue 

effective teaching. 

Techniques related to skills and techniques have been 

proposed in various fields, but examination of data 

collection and analytical methods for the manufacturing 

field have not been systematized. In many cases at many 

large enterprises, a PDCA cycle such as kaizen is 

incorporated into a business, leading to productivity 

improvement. However, in small and medium-sized 

enterprises supported by public vocational training, 

implementing such a cycle effectively and efficiently is 

difficult because of labor shortages and individualization. 

Therefore, we adopt a scientific approach for visualization 

and sophistication against skills required of manufacturing 

experts possessed by skilled technicians such as craft skills 

and Olympic champion skills. In addition to engineering, we 

are considering the application of methodologies to fields 

such as social system science, pedagogy, and human 

information science [8]. 

3 OUR PROPOSED METHOD 

This section presents a description of the analytical 

method used for target data collection. As the first step of 

systematizing data collection that is applicable to analysis of 

the skill, which is the ultimate objective, we present a data 

collection method modeling the operation history at the time 

of programming practice. Our proposal is presented in Fig. 2. 

This paper introduces data collection in programming 

practice, but the ultimate goal of this research is to collect 

large-scale data targeting the Polytechnic Centers of 64 

public training centers and Polytechnic Colleges of 25 

schools nationwide. Furthermore, the data collection target 

area is expected to include mechanical systems, electrical 

systems, construction systems, and others. 

We describe an acquisition level estimation method using 

analysis with the operation history at programming practice. 

Section 3.1 describes gathering of the operation history at 

programming practice. Section 3.2 describes preprocessing 

Figure 1: Present situation in Japan and outline of this 

research. 
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for conducting analyses. Section 3.3 describes the method of 

estimating the learning degree. With an analytical method 

using the operation history during programming practice, 

one can estimate the learning degree to programming 

practice. Section 3.4 presents output of the estimation result. 

 

 

 
 

3.1 Data Collection 

This section presents a description of the Method of (1) 

data collection presented in Fig. 2. As described in this 

paper, the file operation history at the time of programming 

practice is the collection target.  Items to be monitored are 

file creation, editing, and saving. This data collection was 

done for Arduino programming practical training using 

folder monitoring free software [9] in a Windows 

environment and the inotifywait [10] command in Linux. 

Next, we describe the number of collected data. As the 

initial stage of standardization this time, we obtained data of 

several cooperators. To classify the programming 

experience, data were classified as those of programmers 

with no experience, with less than five years experience, or 

with over five years of experience. We analyzed the 

acquisition level by applying processes using these data. 

3.2 Preprocessing 

Preprocessing stores the creation, editing, and saving of 

each user's code file and the creation, editing, and saving 

history of executable files generated by compilation in the 

database. The file name is targeted for programming 

practice. Therefore, it is specified beforehand. The code file 

and the executable file are associated. In the database, the 

operation history of the user's coding file and executable file 

are stored together with time information. 

3.3 Estimating acquisition level 

Analysis of the degree of acquisition uses data 

accumulated through preprocessing. The time from creation 

of the coding file by each user to the final time at which the 

execution file was created by compilation is set as the 

working time. Analysis of the acquisition level was done 

during that time according to the relation between the 

storage time of the coding file and the update time of the 

execution file. Figure 3 presents an overview of acquisition 

level estimation. 

 

 

 
 

 Here, the number of times the coding file was saved 

might be saved for backup, but it is assumed that many 

saves are done during compilation. Writing to the 

microcomputer is performed when the executable file is 

created or updated. Because Create is the first write to the 

microcomputer, a file update occurs. Therefore, judging the 

possibility of overlapping compilation errors means that one 

file is saved many times. When the corresponding execution 

file is not updated at the time of saving of the coding file, it 

is judged that a compilation error has occurred. Furthermore, 

if the coding file is saved after the execution file is updated, 

it is judged that a runtime error has occurred and that an 

operation to specify has not been completed. 

Therefore, using the proposed method, the shorter the 

work time, the higher the degree of acquisition. Additionally, 

we conducted an analysis assuming that a higher skill level 

is associated with fewer saves of the coding file and fewer 

updates of the executable file within the working time. The 

proposed method is a very general analytical method. As 

programming analysis methods, advanced and highly 

accurate analysis methods such as empirical software 

engineering have already been examined in earlier reports. 

Nevertheless, no report of the relevant literature in the field 

of public vocational training and analyzing beginner 

learning technology describes a study conducted to establish 

an effective public vocational training system by 

constructing a large-scale data collection infrastructure. 

Therefore, this study was conducted to construct a data 

collection base conforming to the actual circumstances of 

public vocational training sites. 

3.4 Output 

This section presents a description of (4) the output 

method portrayed in Fig. 2. Output considers visualization 

Figure 3: Estimating acquisition level. 

Figure 2: Summary of our proposal. 
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using the acquisition degree estimated by processing, as 

explained in the preceding section. We assess the use as an 

auxiliary system for programming learning by showing each 

user’s learning level and the real time transition in class. 

4 EXPERIMENTS 

This chapter explains experiments conducted to estimate 

the acquisition level using the method explained in Chapter 

3. Section 4.1 describes the dataset. Section 4.2 presents 

examples of the problem of programming practice for 

collecting data. Section 4.3 presents the trend of the degree 

of acquisition obtained using the collected data. 

4.1 Dataset 

Datasets used for this experiment were collected using 

data presented in Table 1. As described in this paper, the 

results for two people are shown by experimentation. 

Therefore, the data are few; the experiment results are 

unreliable. Currently, we are selecting procedures for a 

similar curriculum and obtaining permission for data 

collection; we are also collecting data individually by 

soliciting cooperation with the experiment. This time we 

gathered data from experimental collaborators after 

explaining the gist of data collection in advance and after 

obtaining consent. Programming experience, embedded 

programming experience, and embedded programming 

experience using Arduino are presented in the table. We use 

two people's data: both A and B have programming 

experience, but A has embedded programming experience; 

B does not. Neither A nor B has Arduino programming 

experience. The number of hours A is 72 hr for C language 

and 72 hr for embedded programming. B is 36 hr in C 

language. The programming time using research and other 

languages is not included. Furthermore, in general public 

vocational training, the programming practice time is often 

implemented in units of 36 hr. Therefore, we believe it will 

be a reference for actual training measurements. 

 

 

Experimental

collaborators

Programming

experience

Embedded

programming

experience

Embedded

programming

experience using

Arduino

A 3 years 3 years No

B 4 years No No
 

 

We gathered data by having each experimental 

collaborator perform the same task. Because an Arduino is 

used for the first time in some cases, we use an explanation 

for beginners to instruct everyone in the prior explanation 

and programming method. Therefore, the data collection 

flow occurs according to the following procedure. 

 

Procedure 

1. Arduino description 

2. Explanation of the programming method using a sample 

program 

3. Explanation of compilation and operation confirmation 

method 

4. Explanation of elements necessary for the task 

5. Execute task 

6. Repeat 4 and 5 for each task 

4.2 Examples of the problem of programming 

practice 

This section presents practice tasks prepared for data 

collection. Figure 4 and Fig. 5 respectively present examples 

of tasks involving tact switches and LEDs. Simple examples 

illustrate the foundation of embedded programming, but 

experienced persons and inexperienced people exhibit 

differences in their times to perform tasks. For the 

experiment, we prepared five tasks and gathered the 

operation history of the experiment collaborators. Tasks 1–5 

confirmed the following points. 

Task 1: Using timer and external interrupt 

Task 2: Port operation 

Task 3: Basics of Interrupt Processing 

Task 4: Application of interrupt Processing 

Task 5: Application of Task 1-4 

Moreover, in this experiment, hardware parts such as 

LEDs and switches were prepared in advance. Data 

collection and analysis including tasks other than 

programming, such as hardware assembly, are the next step 

of this research. 

 

 

 
 

 

 

4.3 Experimental result 

Table 2 and Fig. 6 present results from Task 1 of the 

student serving as the instructor of this experiment. The 

student had learned about Arduino programming beforehand 

and had instructed the experiment examinees. The working 

time was 4 min. Additionally, the coding file was generated 

at 14:20 and was updated twice. Regarding the 14:22 update, 

it was impossible to generate an executable file because of a 

Table 1: Datasets 

Figure 5: Example of task 2. 

Figure 4: Example of task 1. 
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compilation error, but compilation was successful at the 

14:23 update. Therefore, one can confirm that the 

executable file was created at the same time. In addition, the 

execution file has two events: 14:23 compiling success and 

14:24 updating. The second event at 14:24 is an event by 

writing to the microcomputer. Therefore, A finished task 1 

in 4 min by two compiling works and one writing work. 

Table 3 presents results of tasks from each of the two 

collaborators shown in Table 1. A has experience with 

embedded programming. Therefore, the work time of Task 1 

is shorter than that of B. Adaptation to Arduino 

programming is apparent. In addition, Task 3, an intrinsic 

programming specific task that uses interrupts and delay 

functions, is applicable in a shorter time than B. Therefore, 

embedded programming experience is apparently superior 

for dealing with this Arduino programming. By contrast, B 

tends to have fewer compile errors than A, and tends to 

compile less frequently until completion of a Task. 

Although B had no experience with embedded programming, 

B’s programming proficiency is thought to have been higher 

than that of A. In Task 4 and Task 5, which are application 

tasks, the problem is a summary of the fundamental 

programming of Arduino, which was undertaken this time. 

Both A and B show almost no difference between these two 

problems. Therefore, I think that basic skills can be learned 

through the experiment Task. Achievement obtained using 

the curriculum was obtained. 

Although this is still in a hypothetical stage, we believe 

that grammatical errors and algorithmic errors can be 

reduced by improvement of programming skills. Therefore, 

at the time of programming, the skill is analyzed based on 

the number of times used for compiling. 

 

 

Times of Day History Filename

14:20 Create kadai_01.ino

14:22 Update kadai_01.ino

14:23 Update kadai_01.ino

14:23 Create kadai_01.ino.hex

14:24 Update kadai_01.ino.hex
 

 

 

 

 

Experimental
collaborators

Task
Work time

[min]

Number of
Coding file

history
[time]

Number of
Execution
file history

[time]

Work time
average
[min]

Number of
Coding file

history
average
[time]

Number of
Execution file

history
average
[time]

Task 1 11 7 7
Task 2 4 2 2
Task 3 5 5 4
Task 4 1 2 1
Task 5 2 2 1

Task 1 14 4 4
Task 2 4 2 2
Task 3 11 4 4
Task 4 2 1 1
Task 5 1 1 1

A 4.6 3.6 3

B 6.4 2.4 2.4

 
 

Trends of embedded programming experience and 

programming proficiency can be confirmed using this 

method. Therefore, if one were able to acquire a large 

amount of data using this system, then analytical objectives 

such as the proficiency level of detailed programming and 

difficulty judgment of tasks could be considered using data 

analysis. Furthermore, collaborators implemented the task 

only once for this experiment, but it is expected that 

repeating the programming practice will shorten the work 

time and reduce the compiling errors for the task. Future 

studies must include experiments designed to collect and 

analyze numerous histories of programming practices of 

single subjects over a long time. 

5 CONCLUSION 

As described in this paper, for vocational ability 

development, we have constructed a system to collect 

operation histories during programming practice as the first 

step to visualizing skills and techniques with big data 

analysis. The research, which started this fiscal year, is at 

the stage of consultation with the ethics committee on data 

collection related to personal information. Therefore, we 

have not reached large-scale data collection. However, 

experimentally obtained results of collaborators during these 

experiments confirmed the differences between experienced 

programming and mastery level programming. Results 

demonstrate the possibility that accumulating large amounts 

of data using a data collection system in the future can 

support analysis of practical programming skills and 

techniques. Additionally, although targeting data in 

programming practice now, the author would like to conduct 

research to clarify differences between inexperienced and 

skilled workers by sequentially expanding and collecting 

data including human movement and biometric information. 
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Abstract - A decision-support system for quality-assurance 

activities using existing business documents was 

implemented as a prototype, and its novel features were 

experimentally evaluated. The prototype system helps the 

user decide to which division within an organization 

information of the current problem should be disseminated 

by using the similarity between the problem document and 

existing documents held by each department. The novel 

point concerning the prototype system is its user-interaction 

methodology used in recommendation process. The system 

presents feature terms for explaining classifications given by 

local interpretable model-agnostic explanations method and 

finds other related documents from feature terms in a 

smooth interaction. The user-interaction ensures the user’s 

perspective and attention from behavior of checking system 

output, the perspective and behavior of the user are included 

in the output of the prototype system and a user’s action logs 

can be obtained and used to analyze how expert users read 

and check the target problem.  

 

Keywords: Computer-supported collaborative work, Human 

interaction. 

1 INTRODUCTION 

Quality management of products and service is a high 

priority for every responsible company. Such companies are 

always devoted to learning from information about cases of 

failure through the whole product life cycle—from design 

and development to production, operation. They believe that 

good decisions always rely on facts and experience, and 

analysis of failure cases is the best teacher for those who 

build new products and processes. However, as the amount 

of information on case studies increases, it becomes 

increasingly difficult for a single person to grasp a whole 

picture of that information. To make full use of such 

information, the help of a technology called “natural 

language processing” (NLP) is required. In the present study, 

to meet that requirement, a prototype of a decision-support 

system for quality assurance (QA) activities utilizing 

existing business documents was proposed and evaluated. 

Current QA activities have been basically based on 

empirical knowledge by experts who are proficient in 

handling information within an organization. However, 

given that changes in organization and replacement of 

talented people are inevitable, the methods that rely upon 

such experience and empirical knowledge involve the risk of 

overlooking the target department in which the alert 

information should be deployed. 

 

The prototype system assists in finding divisions that 

should disseminate the target issue on the basis of the 

similarity of the document describing the target issue and 

other existing documents describing similar issues in each 

division (Figure 1). The basic methodology for finding 

appropriate departments is to search for similar documents, 

namely, selecting similar technical documents to the one 

with the current context. Many basic technologies for 

finding similar documents have been proposed, but many 

practical problems must be overcome before they can be 

practically applied directly. 

 

 

 
Figure 1: Use case: dissemination of information 

concerning quality-assurance activities 
 

Hereafter, this problem is mainly dealt with from a 

practical perspective, and examples of our prototype 

construction are described. Especially, solving the problem 

involves addressing two challenges. First, it is necessary to 

establish a methodology for a mechanical decision-support 

system based on document information accumulated in 

every organization so far. The other challenge is to establish 

a method for accumulating know-how in preparation for the 

staff exchange accompanying generational change. To 

address these two challenges, the following two approaches 

are proposed: 

1) Document similarity measurement and search system 

based on grouping of technical terms.  

2) Getting feedback from users’ behavior to confirm the 

reason for a judgment resulting from machine 

learning and improve the next judgement. 

Although these two challenges are different problems on 

the surface, in terms of implementation, either process can 

be represented as a technique that deals with elements that 

define a topic of a document. The first one is a generating a 

topic from a document corpus, and the second one is 

evaluating the topic.  

International Workshop on Informatics  ( IWIN 2018 )

149



In the following chapters, the techniques used in our 

prototype decision-support system for quality assurance 

activities utilizing existing business documents and reports 

is introduced. Section 2 describes related research. Section 3 

introduces some ideas established for this development. 

Section 4 describes the structure and procedure of the 

prototype system and show actual system images. Section 5 

presents the results of a basic experimental evaluation of the 

prototype system. Note that the novelest point concerning 

the system is its user-interaction methodology used in the 

recommendation process (see Sections 3-4) that 

1. shows feature terms for explaining classifications by 

using LIME [8];  

2. finds other related documents from feature terms used 

in intuitive interactions.  

Such interactions ensure the user’s explicit attention for 

checking recommendation results and provide user’s-

action logs that are useful for analyzing the thinking 

process of expert users.  

2 RELATED STUDIES 

2.1 Document-similarity metrics 

In the research field of NLP, the most-classical ways to 

represent a document are to use a bag-of-words (BOW) and 

term-frequency inverse document frequency (TF-IDF) in 

which each document is mapped into a vector space. These 

representations, however, cannot capture relations between 

different but similar words. There are several methods that 

attempt to circumvent this problem by mapping them into 

lower-dimensional representations. For example, latent 

semantic indexing (LSI) [1] and latent dirichlet allocation 

(LDA) [2] make vector spaces in which similar words are 

mapped into close points probabilistically, however, the 

effects are limited.  

In 2013, a novel word-embedding procedure, called 

word2vec (W2V), was introduced by Mikolov et al. [3] This 

procedure makes a model that learns a vector representation 

for each word by using a shallow-neural-network language 

model and generates a representation of word embedding (or 

word vector space) of unprecedented quality and scales 

naturally to very large data sets. While W2V is widely 

adopted in most NLP projects, methods for providing 

document-similarity metrics are still controversial. For 

example, Doc2vec (paragraph vector) [4] is an extension of 

W2V and associates arbitrary documents with labels. As for 

this method, each document is assigned to a specific point in 

a document vector space. Although it seems a natural 

implementation, its results depend on the feature of the 

original label in the learning process. Also, it is impossible 

to know which element in the document defined the distance. 

Word movers’ distance (WMD) [5] is another extension of 

W2V. WMD represents a document as a set of embedding 

words in W2V’s word vector space, and it makes a 

document metric by formulating the distance between two 

documents as an optimal transport problem between the 

embedded words. Theoretically, in WMD, it is easy to 

analyze the influence of each word on the distance between 

documents, but its processing cost is very high. Furthermore, 

WMD differs from Doc2Vec in that document distances are 

entirely unsupervised and a mechanism for incorporating 

supervision is unavailable [6].  

As a requirement of this application subject, the prototype 

system requires a means to explain document classification 

a posteriori, and a means to give feedback from human 

behavior as supervision. 

2.2 Explaining classification 

The classification decisions made by machine-learning 

models are quite difficult to explain to non-data scientists. 

Ribeiro’s Local Interpretable Model-Agnostic Explanations 

(LIME) [7] is a method for making these models at least 

partly understandable. In the case of LIME, a model 

function is approximated by locally fitting linear models to 

permutations of the original training set. At least in the local 

approximation, the top-n-most-significant features for the 

classification can be shown. The explaining processes were 

mainly used by data scientists to validate the model. Our 

attempt in this study is to incorporate the explanation 

method into a user interface for daily use and to utilize it to 

obtain feedback from users. 

 

3 METHOD 

The goal of this study was to build a prototype system that 

classifies a given document that describes a target problem 

to particular divisions in a company in accordance with 

information from existing technical documents. Taking 

existing documents as data sources, the constructed 

prototype system uses a document-similarity metric for 

searching documents with various technical terms from a 

given corpus and automatically recommends not only 

documents but also divisions in which they should be 

deployed.  

Before the prototype system is described in detail, current 

business activities and the target problem are described in 

Section 3.1, and the proposed method is explained in 

Section 3.2. 

 

3.1 Target activity 

A traditional and typical workflow of the target business 

activity, namely, a problem-checking process, is illustrated 

in Figure 2. When a new problem concerning existing 

products is encountered, members of staff of the QA 

department ask all other departments if they have a similar 

risk potential and explain the problem in detail and 

recommend countermeasures. In this department-searching 

process, QA staff elicit empirical knowledge from experts 

who are proficient in handling meta-level information within 

the organization (Figure 2).  

However, when the organization inevitably changes, and 

talented people are replaced, the methods that rely upon 

such experience-based knowledge risk overlooking the 

target divisions in which the alert information should be 

deployed. Especially when the structures of the organization 

and human assets have been drastically changed owing to, 
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for example, the merger with another company, there is a 

big risk of information development. 

 

Problem

Meta-expertProblem
Definition

Department
In charge

Problem HR
knowledge

？

・・・

 
Figure 2: Current process for disseminating QA  
 

3.2 Concept and outline of proposed system 

The challenge in this study was to develop a system that 

identifies divisions that deal with similar cases and possibly 

have similar problems from document information on the 

basis of  NLP. The fundamental framework of the proposed 

system is shown in Figure 3. It has two functions: to search 

for documents with similar context to the current context 

from a database of technical business documents (“1: 

Similar case finding” in the figure) and present the identified 

documents to the user. A new and additional function for 

searching for departments requesting confirmation of 

something on the basis of the similar documents (“2: 

Dissemination support”) is introduced.  

 

 

①Similar case finding
-input：document
-output：similar document

②Dissemination support
-input：document
-output：division recommend

Design review
support system

Technical term form docs

Similar term grouping
Technical feature

extraction

Similar failure case 
search support

Dissemination of
problem

Application

API
Function

Database

 
Figure 3: Total concept of the proposed system. 

 

We describe the issues of the method along the following 

three points. The three key challenges to overcome in 

developing the proposed system are summarized below. 

1. Document topics and similarity: How to define 

feature topics and similarity of documents (Section 

3.3). 

2. Modeling of classifier: How to extract the 

relationship between feature topics and specific 

divisions (Section 3.4). 

3. Interaction and feedback: How to design the user 

interface of the system for enabling effective 

feedback of expert’s knowledge (Section 3.5). 

  

3.3 Topics and document similarity 

Measuring the similarity of documents is a “situation-

dependent” issue. Rather than using all words for judging 

the similarity, it is better to extract the specific technical 

terms related to the concerned context and to judge the 

document similarity on the basis of the similarity measure. 

Such a measurement process would make a more reasonable 

judgment of similarity. For example, under the assumption 

that groups of different corpus types are gathered together, 

such as design documents and operation manuals, accident-

case documents, the frequency of occurrence of terms varies 

from corpus to corpus. To extract similar documents from 

these different corpora, it is effective to select the 

characteristic terms with more emphasis on the vocabulary 

elements commonly used across these corpora than to select 

terms locally used in each corpus. The method for extracting 

such a vocabulary set was studied and is described as 

follows. 

 

Topic grouping 

Term groups, named topics, are generated as follows.1 

Each topic consists of a main technical term (seeds) and 

several related technical terms tied by a particular feature 

that can be understood by humans. An example of such 

topics is shown in Figure 4. 

 

 
Figure 4: Example of topics (in Japanese) 
 

In each document, the similarity of sentences is judged by 

the presence or absence of these topic terms in concerned 

sentence and the number of occurrences of that topic terms 

in each document. Each topic group is managed in the 

database and have a importance value that is updated with 

feedback from users’ actions. 

 

Generating a topic 

A topic definition is composed of one representative 

technical term, a seed selected by a rule-based method, and 

groups of words selected as related terms in word2vec space. 

 

Selecting a seed of a topic 

In regard to the handling of documents, management of 

technical terms is very important. Technical documents used 

in manufacturing industries include a lot of specialized 

compound words, abbreviations, code numbers, etc. that are 

rarely used in general documents. These special terms are 

very important factors in defining similarity of such kinds of 

documents. 

1※The dimensionally compressed language model such as 

LSA[1] or LDA[2] is also called TopicModel, but topic we 

define here is a grouping of semantic information of finer 

granularity, and used in the meaning of topic tagging group 

proposed in [9]. 
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The seed of each topic is a special technical term selected 

by various rule-based methods as listed below. 

 Technical terms extracted from existing glossaries used 

in the business domain.  

 English words expressed in Japanese katakana script. 

 English abbreviations found in a Japanese corpus 

 Various code numbers (e.g. product ID codes, project 

ID codes, and so on) 

 Composite technical terms by continuation of kanji 

(extracted from documents by a statistical method [7]) 

 

Japanese technical documents used in business contain 

many specialized compound words, abbreviations, code 

numbers, etc. that are rarely used in general documents. 

They also include not only compound words with a series of 

kanji characters but also technical terms based on 

expressions in which English is written in katakana or a 

phonetic notation of foreign words. The characteristics of 

these Japanese documents can provide hints for retrieving 

technical terms. 

 

Selecting related terms 

The neighboring words of the seeds in each of the W2V 

spaces with different learning circumstances in common are 

selected as topic group words. Terms related to the selected 

species are then generated as follows. 

1) Generate multiple Word2Vec model spaces from 

different kinds of corpus. By changing the combination 

of corpus used for learning and the order of learning, a 

W2V space of different learning models is made. 

2) In each W2V model, the top-N vocabulary of the 

distance close to the species word is selected. (In this 

experiment N (number of words) is about 30.) 

3) Pick up terms that are commonly selected in all W2V 

spaces as relatives of seeds. 

4) Calculate the weight to each relative term. (The weight 

is a function of the distance between the seed and the 

term and the frequency of occurrence of the term.) 

 

Word_1

Word_2

Word_3

Word_4
Word_5

Word_6

Word_7

Word_8
Word_9

Topic Seeds 
(Important words )

Topics
(Word Group)

Word2Vec Space 1

Word_1

Word_2 Word_3

Word_4

Word_5

Word_6

Word_7

Word_8
Word_9

Word2Vec Space 2

Find robust similarity

Check each words’ IDF  

Topic group

Corpus A + Corpus B Corpus A + Corpus C

 
Figure 5: Extracting topic groups from multiple-

distributed-word vector space. 
 

Grouping attributes of topics 

The prototype system uses about 30,000 kinds of topics. 

To support human understanding, 72 kinds of attribute tags 

for grouping topics were made. Each topic is assigned some 

of the attribute tags. The assignment is derived from the 

rule-based estimation. Each attribute tag represents a group 

of technical topics, e.g., “heat,” “fluid,” and “monitoring.” 

The attribute tag is used in the characterization of the 

classifier (described in Sections 3.4 and 3.5). 

 

Measuring similarity of document on the basis of topics 

Measuring similarity of documents on the basis of topics is 

defined in Figure 6 as the following procedure.  

1) Transform the bag-of-words representation into a 

topic matrix by linear transformation. 

2) When a user selects a specific topic, 

① add a weighting multiplier 

② select similar topics 

3) Take the dot product of the vectorized topics and 

perform threshold processing for each component. 

 

Document

Topic

Topic

Topic

Topic

Topic

Topic

Topic

Topic
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Topic
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Document

 
Figure 6: Document similar based on topic method. 

Measuring similarity of documents on the basis of 

topics 
 

 

Evaluating topics on the basis of feedback 

Each topic group is continuously maintained, and its 

evaluation value is updated with human feedback 

information.  

 

3.4 Classification 

For judging which department should be announced to the 

concerned case, a classifier is constructed so that its input is 

an existing document vectorized by topic expression and its 

output is a label (i.e.,, the name of the division that handled 

the case in question). 

 

 

Failure case

Discerption
Situation：”….”
Problem：”….”
Action：”….”

Account division

Division：○○
Section：〇〇

Design 
documents

Description
Background：”…”
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Decision support：
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sect.ZZZ： document AYY

Recommend
division info

Input documents

 
Figure 7: Classification of related departments by 

using existing document data. 
 

As for the proposed system, multiple classifiers, each called 

an agent, are prepared, and each agent judges a division 

independently. To support human understanding, each agent 

specializes in a particular area, after which it is named. For 

example, "agent of thermal attribute" gathers only 

vocabulary related to elements such as heat, temperature, 
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gas, control, friction, melting, and output, and judges their 

classification independently.  

The system consolidates the judgments of the agents to 

make an integrated judgment. The purpose of dividing the 

judgment task into multiple agents is to make an opportunity 

for human interaction. It enables to record information on 

what kind of agent’s opinion is confirmed by the user and to 

obtain information of the perspective in the judgment 

process. As a result, information on what kinds of agent’s 

opinion are confirmed by people can be recorded, and the 

agent’s judgement process can be put into perspective. 
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term

term

term

term
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Figure 8: Process for searching for divisions and 

documents by using classification agents. 
 

 

3.5 User interaction and feedback 

A distinctive point concerning the proposed system is the 

interactive process that explains the reason for the 

recommendation of target departments The entire user 

interaction process is designed to answer the following three 

questions and store the answers as operation logs: 

 

(a) Which perspectives are used in classification? 

(b) Which topics (terms) are focused on by users to find 

similar problems? 

(c) Which documents identified the target department? 

 

The flow of the process for the user to check the current 

problem is illustrated in Figure 9. 

(a) Selection of Perspective (b) Selection of Topic

Classifier based on
Heat related terms

Classifier based on
Fluid related terms

Classifier based on
Failure mode
related terms

・
・
・

Term1

Term2

Term3

Term4

Document 1

Document 2

Document 3

Document 4

(c) Selection of
Existing Documents

Current
Problem

(sentence)

Decision Explanation
(LIME)

Division
Recommendation

Context
Detail

Search

Feedback : decision making information

extracting
topics

 
Figure 9: Process for user interaction. Among agents’ 

explanations, a topic selected by the user is used for 

checking related documents. 
 

(a) Selection of perspective 

Several topics are extracted from the subject problem, and 

the topic vector obtained is applied to the classifier of agents. 

There are several agents, and each one is assigned an 

attribute that it is responsible for. The classifier filters the 

given data and selects only those words that are relevant to 

the agent’s own attribute and topics, and it performs the 

judgment processing of the related department on the basis 

of the screened data. The overall result is judged from the 

result of the processing of each classifier. On the other hand, 

from the classifiers, the user selects a particular classifier 

that is similar to their own perspective of interest, and 

checks the topic that became the reason for judgment. 

 

(b) Selection of topics 

The system displays the topic terms that are important 

reason elements in the judgment of the selected classifier. 

The method for selecting the terms explaining this decision 

is used method. LIME [7] was used to select terms that 

explain the reason for this decision. From the explanatory 

topics, the user selects some important topics that need to be 

confirmed and searches for related documents. 

 

(c) Selection of existing documents 

The system searches for similar documents that contain the 

selected words and displays the documents in a group of 

related departments. The user checks the contents of the 

documents held by the recommended department and selects 

the documents that may need to be specifically confirmed. 

To the selected document, the user adds a comment to the 

department’s staff related to the topic, and then the system 

adds the document and comment to the checklist to ask for 

confirmation. 

 

Target 
Document

Topic 
Extraction

Topic
Suggestion

Topic 
selection

Similar case
search

Topic setting
(Manual)

Evaluation update

Human 
Action

Auto 
process
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(Feedback)

User log

General process Feedback update

 
Figure 10:  Procedure for feedback from the user 
 

By logging the user’s UI operation by the above three 

processes, it is possible to estimate what kind of the 

perspectives (classification agents), topics, and documents 

are used to determine the expert users’ checking points.  

 

4 APPLICATION OF PROPOSED SYSTEM 

The prototype system operates according to the following 

procedure in three stages. 

 

Preparation stage: Each document is labeled by each 

according to its corresponding division and stored in the 

database. Topic elements are then extracted from the 

documents. The classification agents learn the feature terms 

of each department on the basis of the extracted information 

in advance. 
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Sending stage: A concerned document to be disseminated 

and additional topics given by a QA stuff (sender) are 

represented as a topic vector. The documents related to this 

topic vector are used as a search key, and the relevant-

department candidates to contact and the related documents 

are confirmed. 

 

Receiving stage: In each department, the recipient checks 

the incoming message. At that time, the system explicitly 

presents the documents and topics referenced by the sender. 

It supports the consideration of the problem on the recipient. 

4.1 Procedure and interaction 

The process of the sending stage is shown in detail in 

Figure 11. The proposed system works along five steps to 

help the sender find the target. The sending stage consists of 

the following five blocks. 

 

Preprocess Sending Action & Report

Problem definition
(a) Selection 

of perspective

(b) Selection 

of topics

(c) Selection 

of documents

Send request 

message

Interaction for explaining the reason for judgment

 
Figure 11: Procedure of sending process 
 

Step 1: Input problem 

An example of the input screen is shown in Figure 12. The 

user inputs a sentence to define the context of the problem. 

Topic keywords are extracted from the input sentences and 

displayed on the screen. From them, the user selects topics 

to be focused on. 

 

Input text

Extracted
Technical

topics
 

Figure 12: Display image of input step. Technical 

topics are extracted from the input sentence. 
 

Step 2. Check classification result 

By comparing the extracted keywords and the document of 

the accumulated past cases, the system recommends 

possible relevant departments presumed to cope with the 

problem. Each agent recommends departments 

independently, and an overall recommendation is made 

according to the total judgments of all agents. 

 

Division A,  Division B  Division C  Division D  Division E  Division F  Division G

Recommendation
From each agent

Grouped by division
 

Figure 13: Display image of classification step. 
 

Step 3. Check explanation terms 

Using LIME, each agent presents topics that have a great 

influence as “explanation.” These topics are limited to the 

vocabulary that may be related to the agents' attributes. As 

shown in Figure 14, the user can check each agent's 

judgement result and the reason for that judgement. 
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Figure 14: Display image of explanation step. The 

user checks topic terms to be focused on. 
 

Step 4. Checking for related documents 

By selecting the topic, After the topic is selected, the 

documents that include the topics are retrieved from the 

document database. Examples of a UI for checking these 

documents are shown in Figure 15. The chart shows the 

documents in a timetable grouped according to department. 

The system logs the referenced documents and gets 

feedback for verification data on the importance of the 

vocabulary. 
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Figure 15: Display image of drill-down step. The user 

checks related documents in this phase. 
 

Step 5. Dissemination of documents to target division 

The system converts the list of checked related documents 

during the operation into a message document for the 

confirmation request to the target division.  
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Figure 16: Display image of dissemination. The 

system makes a request template message for local 

divisions. 

 
Finally, the user sends the confirmation documents created 

by the above process to the contact person in each 

department. 

 

 

5 EXPERIMENT 

As a basic experiment to evaluate the basic concept of the 

proposed system, the following contents were evaluated 

quantitatively: (i) the effect of using the proposed method 

(topic grouping) and (ii) whether the subject and the target 

department can be identified from the frequency of 

occurrence of the topic of the business document. 

 

Experiment 1 

A case study of a similar-case search in the design-review 

business is explained as follows. In this evaluation, the 

evaluation score obtained with the proposed method and that 

obtained with an existing similar-document-search method 

were compared. The existing search engine used as the 

benchmark is based on associative-search technology [8], 

which selects feature words from a given document group 

and selects the similar documents from that group. It is 

highly regarded as a general-purpose similar-document 

retrieval system. This approach is similar to that of the 

proposed content, and the difference is that the words are 

selected directly by using W2V without using a topic group. 

The effect of the topic group that was adjusted as a 

benchmark for this existing system was verified. 

In this evaluation, four kinds of design-review tasks were 

targeted. First, 50 corpora considered to have a high 

probability related to the target document were extracted. 

For the primary-extraction data, the user decided whether 

each corpus was related to the context of the design review 

and labeled the success and failure. 

 

Table 1: Comparison of results of similar-document search 

by proposed (topic-based) and existing method. 

 
Proposed Existing 

 

 
precision precision Improvement 

Case#1 0.36 0.36 1.0 

Case#2 0.5 0.44 1.13 

Case#3 0.95 0.8 1.18 

Case#4 0.52 0.26 2.0 

average 0.583 0.465 1.328 

 

 

Table I lists conformity rates of the label that was assigned 

by a user using the evaluation value given by this system. 

The rate of conformity is less than 58% on average. 

Compared with the existing method, the proposed method 

shows an average improvement in precision of 30%. 

 

 

Experiment 2 

It was experimentally confirmed whether the subject and 

target department can be identified from the occurrence 

frequency of the topic of the business document. The total 

number of documents used in the test experiment was 1954, 

separated into 1600 data for study and 354 test data. As for 

the number of divisions that were classified, divisions were 

classified into 23 categories, and the sections (sub group of 

divisions) were divided into 136 categories.  

The results of experiments on identifying related divisions 

(23 departmental units) from each sentence are listed in 

Table 2. "Top choice" is the rate at which the highest rating 

was the actual responsible department. "Three choices" is a 

case in which three possible related departments are 

recommended, and the actual responsible division was 

among the three options. Other results when each agent 

classified cases into 136 sections are listed in Table 3. 

 

As a goal set at the start of this study, a target of 70% was 

set as the provisional recommendation accuracy. However, 

the actual value is only about 60% when the 

recommendation value of top choice is considered, and it is 

inadequate for the process for estimating automatically 

(without human assist) especially in units of departments. 

However, from perspective actual operation, since human 

interaction is carried out from people interact in selecting 

three types of recommendation candidates to determine the 

deployment destination, it is important to select the top-three 

problem areas. 

At the present stage, in terms of the accuracy required for 

QA activities, we could not obtain sufficient accuracy by 

automatic recommendation alone, and human interaction 

(focusing on appropriate topics) is necessary for practical 

use. In future works, we must conduct an experiment to 

accumulate information by actually introducing the 

proposed method in the field and verifying its effect on 

improvement of classification 

 

 

Table 2: Classification accuracy (division: 23 labels) 

Classifier unit name Top choice 
Three 

choices 

Code 0.48 0.681 

Term (general) 0.668 0.844 

Topic (general) 0.603 0.857 

Heat 0.467 0.772 

Parts 0.584 0.792 

Fluid 0.525 0.688 

Failure and malfunctions 0.454 0.714 

System design 0.467 0.746 
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Table 3: Classification accuracy (division: 136 labels) 

Classifier unit name 
Top 

correct 

Three 

choices 

Code 0.415 0.623 

Term (general) 0.617 0.72 

Topic (general) 0.558 0.766 

Heat 0.467 0.668 

Parts 0.526 0.727 

Fluid 0.454 0.636 

Failure and malfunctions 0.481 0.642 

System design 0.396 0.59 

 

 

6 CONCLUSION 

A prototype decision-support system for QA activity was 

proposed and experimentally evaluated. The proposed 

system classifies documents that describe target problems 

and assigns them to particular divisions in accordance with 

the similarity of existing technical documents. It also utilizes 

a description of the machine’s decision as a clue to user 

interaction.  

The goal of this method is to improve performance by 

human feedback. However, long-term accumulation of user 

data in the field operation is indispensable in regard to this 

goal. At present, we are working on an experimental phase 

in the field with various additional developments and 

brushing up the method for data accumulation and 

performance improvement. 

 

There is concern that AI supporting human judgment may 

interfere with an expert user’s sense of responsibility. If the 

judgment of AI reaches a reliable level, confirmation of 

judgment by the user might become a ritual. As a means to 

avoid this situation, we think that it is important to create a 

procedure to obtain feedback that uses “checking reason for 

a machine’s judgment” for “another searching process” and 

involve the expert users in order to accumulate information 

of know-how. This prototype will be a typical case of such 

UI procedure.  
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Abstract -
In recent years, torrential downpours in a limited area oc-

cur frequently. To avoid flooding damages, it is important to
continuously monitor the changes in river conditions, espe-
cially changes in the water-level. This paper proposes a low-
cost water-level estimation method using off-the-shelf BLE
(Bluetooth Low Energy) devices. BLE uses a 2.4-GHz band,
where the radio signals decay at a rapid rate in the water as
we increase the communication distance. We measure RSS
(received signal strength) of BLE signals and estimate the
river water-level. The influence of RSS fluctuations are re-
duced by employing the RSS difference between two BLE
beacons installed in and by a river. We conducted an initial
experiment to confirm the feasibility of our water-level esti-
mation method. The experimental evaluation demonstrated
that our water-level estimator successfully estimated water-
level within a six classes of water-level with an absolute mean
error of 2.75 centimeters.

Keywords: BLE (Bluetooth Low Energy), RSS (received
signal strength), water-level

1 INTRODUCTION
In recent years, torrential downpours in a limited area occur

frequently. The heavy rains sometimes cause river-bank col-
lapse resulting in flooding disasters. Flooding damages not
only houses but also people who fail to evacuate from the
damaged area. To avoid such damage, it is important to con-
tinuously monitor the changes in river conditions, especially
changes in the water-level.

Water-level is manually monitored at many rivers in Japan.
To monitor river water-level in realtime, water-level monitor-
ing system using sensors such as floating and bubble water-
level gauges have been deployed at some rivers. The auto-
matic water-level monitoring systems, however, come with
high installation and maintenance costs, resulting in limited
number of deployment. Monitoring of the river water-level
in Japan is mainly carried out on class A rivers designated
by the MLIT (Minister of Land, Infrastructure, Transport and
Tourism) and class B rivers designated prefectural governor.
For a total of 21,004 rivers managed by prefectures, 4,986
sensors have been installed, which indicates that less than
25 % of rivers are covered by automatic water-level monitor-
ing systems.

In the heavy rain in northern part of Kyushu in July 2017,
32 rivers managed by each prefecture were flooding and caused
serious damages. 30 rivers among the 32 lacked water-level
gauges. Although many local governments are aware of the
necessity of water-level gauge, high installation and mainte-
nance costs of water-level gauges prevent the deployment.

This paper proposes a water-level estimation method using
off-the-shelf BLE (Bluetooth Low Energy) devices. BLE uses
a 2.4-GHz band, where the strength of radio signals decays at
a rapid rate in the water as we increase the communication
distance. We measure RSS (received signal strength) of BLE
signals sent from a BLE beacon in a river water using a river-
side BLE module and estimate the river water-level based on
the RSS. Temperature or environmental changes may affect
transmission and reception circuit operations, which results
in changes of RSS. We therefore employ the RSS difference
between two BLE beacons installed in and by a river. We also
employ packet loss rate for water-level estimation because the
estimation performance might degrade due to the decrease of
the number of received packets as the water-level increases.

To verify the feasibility of the water-level estimation sys-
tem using BLE, we experimentally evaluated the water-level
estimation system. We changed water-level in six steps in a
bathtub and collected RSS samples. The 10-fold leave-one-
out cross validation demonstrated that our water-level estima-
tion system successfully estimated water-levels in six steps
with an accuracy of 85.3 %, which resulted in an absolute
mean error of 2.75 centimeters.

Specifically, our main contributions are three-fold:

• We propose a new water-level estimation system that
uses low-cost off-the-shelf BLE beacons. The water-
level estimation system estimates water-level by ma-
chine learning using RSS (received signal strength) of
advertising packets sent from BLE beacons.

• We present an initial design of the water-level estima-
tion system that relies on two BLE beacons. Using two
BLE beacons, we reduce the influence of RSS fluctua-
tions.

• We show the feasibility of our BLE water-level estima-
tor by initial evaluation conducted in a bathroom.

The remainder of this paper is structured as follows. Sec-
tion 2 shows an overview of water-level estimation system
using BLE and issues in a practical environment. Section 3
describes a design of the water-level estimation system in a
practical environment and Section 4 conducts an initial ex-
perimental evaluation. Related work is presented in Section 5.
Finally, Section 6 concludes the paper.

2 BLE WATER-LEVEL ESTIMATION
SYSTEM

Figure 1 depicts an overview of water-level estimation sys-
tem using BLE. In the water-level estimation system, BLE
beacon and receiver are installed in a river and by the river-
side, respectively. The BLE beacon periodically sends ad-
vertising packets. We receive the periodic advertising pack-
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Figure 1: Overview of water-level estimation system

Figure 2: Variation of RSS

ets using the BLE receiver and measure RSS (received signal
strength) of the packets. BLE uses a 2.4-GHz band and the
strength of radio signals decays at a rapid rate in the water.
As the water-level increases, RSS of the advertising packet
decreases. We estimate the water-level from the RSS at the
receiver by a machine-learning classifier.

In a practical environment, we need to solve the following
two issues.

1) How do we reduce the effects of RSS fluctuations?:
Even when the water-level is unchanging, RSS is too
unstable for water-level estimation. Figure 2 shows an
example of RSS of advertising packets sent from a BLE
beacon installed in a bathtub as a function of time. We
changed water-level from 0 to 50 centimeters with 10-
centimeter step and collected RSS samples. Intuitively,
RSS decreases as the water-level increases. Figure 2,
however, shows that the intuition is sometimes not true
because of the RSS fluctuations. The RSS fluctuations
are mainly caused by changes in radio propagation en-
vironment and in operations of transmitter/receiver cir-
cuits.

2) How do we reduce the influence of RSS error due to
decrease in the number of received packets?:
RSS of packets sent from a BLE beacon in a river de-
creases as the water-level increases, which results in in-
crease in packet error rate. In such a case, water-level
estimation error increases because of the RSS measure-
ment error due to the limited number of received pack-

Training Phase

Estimation Phase
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Figure 3: Overview of water-level estimation system

ets.

3 EXTEND TO PRACTICAL
ENVIRONMENT

3.1 Basic Idea
We address the two issues presented in the previous section

based on the following two basic ideas.

1) Utilize RSS difference:

We utilize RSS difference between two BLE beacons
installed in and by a river to estimate water-level. Us-
ing the RSS difference, we can remove the influence of
operational changes in a receiver circuit.

2) Utilize packet reception interval:

We use packet error rate as one of the features for water-
level estimation to improve accuracy. Although packet
error rate is not always independent of RSS of adver-
tising packets, packet error rate is also affected by fac-
tors other than the decrease of RSS. There is no API
defined in BLE standards to retrieve packet error infor-
mation [1]. In addition, BLE beacons add a random de-
lay on every transmission of advertising packets, which
makes difficult to calculate packet reception rate from
the number of received packets within a fixed duration.
We therefore use packet reception interval instead of
packet error rate.

3.2 System Overview
Figure 3 shows an overview of the water-level estimation

system. As shown in Fig. 3, the water-level estimation system
uses target and reference BLE beacons, and a BLE receiver.
A target BLE beacon is installed at the bottom or the target
depth in a river, and a reference BLE beacon is installed by the
riverside. A BLE receiver installed by the riverside receives
advertising packets from the BLE beacons and measure the
packet RSS. The RSS data is then sent to a machine-learning
classifier that consists of pre-processing and SVM blocks.

The following subsections describe the each process in de-
tails.

3.3 Pre-Processing Block
Figure 4 shows an overview of a pre-processing module.

The pre-processing block reformats RSS samples to keep a
specific sampling rate and calculates the RSS difference be-
tween target and reference BLE beacons. BLE beacons are
periodically sending advertising packets with a random delay
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on each transmission. The RSS samples of advertising pack-
ets are averaged over a specific period to derive the specific
number of RSS data. The number of RSS data is dependent
on packet reception errors and the random delay. We derive
the inverse of the actual number of averaged RSS samples as
a packet reception interval.

3.4 SVM Block
An SVM (support vector machine) block consists of train-

ing and estimation phases. The input of the SVM block is a
vector with two components: the RSS data and packet recep-
tion interval which are passed from the pre-processing block.

In a training phase, test data that consists of the RSS dif-
ference, packet reception interval, and actual water-level is
passed to an SVM classifier to construct an SVM machine-
learning model. We used a multi-class SVM classifier with
the RBF kernel as we changed water-level from 0 to 50 cen-
timeters with 10-centimeter step in our experiment. The RBF
kernel parameter and cost parameter are optimized by grid
search.

In an estimation phase, the water-level is estimated by the
pre-trained SVM classifier. The feature values, i.e., the RSS
difference and packet reception interval, are passed from the
pre-processing block in the same manner as the training phase
and water-level is estimated within the six steps.

It is natural to use SVM regression for continuous water-
level estimation. We, however, use SVM classifier as an initial
evaluation in this paper because unstable RSS might fail to
construct a valid regression model. In the near future, we
will collect much more training data and will utilize SVM
regression.

4 INITIAL EVALUATION
To verify the effectiveness of the water-level estimation

system using BLE, we conducted experiments in a bathroom
as an initial evaluation because the bathroom is easy to control
the water-level.

4.1 Preliminary Experiment
A preliminary experiment was conducted to determine the

time duration of the moving average in a pre-processing block.
Frequency component analysis was performed on the RSS
samples using FFT (Fast Fourier Transform). To apply FFT,
sampling frequency must be constant. We first derived con-
stant sampled RSS by linear interpolation because BLE bea-
cons are sending advertising packets with a random delay on
each transmission. We then analyzed frequency components
of the interpolated RSS samples.

Figures 5 and 6 shows the result of frequency component
analysis and empirical cumulative distribution of the frequency

Figure 5: Frequency components of RSS samples

Figure 6: Empirical cumulative distribution of frequency
components

components, respectively. The figures indicate that 99.4 %
of frequency components were below 0.5 Hz. A BLE re-
ceiver receives a packet at least every two seconds. We de-
termined to use 2-second window for moving average in a
pre-processing block.

4.2 Implementation
Figure 7 shows the equipments used in our implementa-

tion. We used a MacBook Pro laptop running macOS Sierra
10.12.6 as a BLE receiver and two MyBeacon Pro (MB004
Ac-DR) BLE beacons, as shown in the figure. We imple-
mented node.js program running on a BLE receiver to receive
BLE advertising packets from the BLE beacons. Water-level
estimation, i.e., pre-processing and SVM classifier are imple-
mented using Python 2.7.13 with scikit-learn 0.19.1.

4.3 Evaluation Environment
An experimental evaluation was carried out in a condo-

minium bathroom. The bathroom setup is shown in Fig. 8.
Figure 9 shows experiment setup. Two BLE beacons were
installed as shown in Fig. 9: a target BLE beacon at the bot-
tom of the bathtub and a reference BLE beacon outside of
the bathtub. A BLE receiver, namely, a laptop, was installed
above the bathtub.
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Figure 7: Equipments used in the implementation
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We changed the water-level from 0 to 50 centimeters with
10-centimeter step and measured RSS of received packets for
10 minutes for the each water-level. Using the RSS samples,
we performed 10-fold leave-one-out cross validation to esti-
mate water-level in six water-level classes. For each water-
level, we randomly sorted the data. We then divided the data
for the each water-level into ten chunks, nine of which were
used for training and the remaining was used for testing.

Comparing the estimated results with the actual water-level,
we calculated precision and recall for each water-level class
using a confusion matrix. Macro precision and recall, which
are the mean of precision and recall for each class, were also
calculated. We also calculated macro F1 score from the macro
precision and recall defined as

F1 =
2 · Precision · Recall
Precision + Recall

. (1)

Target BLE beacon
Reference BLE beacon

Figure 9: Experiment setup

Table 1: Confusion matrix of water-level estimation result
Actual [cm]

Estimated [cm] 0 10 20 30 40 50
0 297 0 0 1 0 0

10 0 280 19 0 0 0
20 0 26 159 4 93 0
30 0 8 2 284 4 0
40 0 18 57 0 211 13
50 0 0 0 0 1 299

Table 2: Precision and recall for each water-level class
Class 0 10 20 30 40 50

Precision 0.997 0.936 0.532 0.953 0.706 0.997
Recall 1.00 0.843 0.671 0.983 0.683 0.909

4.4 Classification Performance

Table 1 shows a confusion matrix of the water-level estima-
tion result. The diagonal of the confusion matrix, i.e., gray-
colored cells, represents the number of TPs (true positives),
which are the cases that water-level is correctly estimated, for
each water-level class. We can see that the water-level estima-
tion system exhibited good estimation performance in water-
level classes of 0 and 50 centimeters. This was mainly caused
because the RSS of BLE signals above or under specific lev-
els were easily estimated as 0- or 50-centimeter class, which
resulted in the good performance.

Table 2 shows precision and recall calculated from the con-
fusion matrix for each water-level class. As the confusion
matrix implied, precision and recall for 10- and 50-centimeter
classes were quite high. Precision and recall were the high-
est for a 0-centimeter class. 20- and 40-centimeter classes
were difficult to be distinguished because RSS data of the
both classes had small difference. It is considered that the es-
timation accuracy of 20- and 40-centimeter class happened to
be low by chance, because the number of data was insufficient
in this time. In the future, we plan to utilize RSS distribution
to estimate water-level.

Macro precision, recall, and F1 score were 0.853, 0.848,
and 0.851, respectively. Although the results were insufficient
for practical use, the results demonstrated the feasibility of
water-level estimation using BLE beacons as we derived the
estimation performance above random selections.

Figure 10: Distribution of water-level estimation errors
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4.5 Water-Level Estimation Error
We evaluated water-level error because our system not for

classification but for water-level estimation. The water-level
error "i for trial i is defined as

"i = edi � di, (2)

where edi and di is estimated and actual water-levels for trial i.
Note that we estimated water-level within six classes of water-
level. The error is therefore in {0,±10,±20,±30,±40,±50}.

Figure 10 shows distribution of water-level errors. From
the figure, we can see that our water-level estimation system
correctly estimated water-level for 85.3 % of trials. An ab-
solute mean error |"| =

P
i |"i| was 2.75 centimeters. This

result greatly exceeded the result that an absolute mean error
was 4.79 centimeters when using a single BLE beacon, which
demonstrated the effectiveness of the two-beacon approach.
We believe that the results successfully demonstrated the fea-
sibility of our water-level estimation method using BLE bea-
cons.

5 RELATED WORK
To the best of knowledge, there is no study working on esti-

mation of river water-level using off-the-shelf radio modules.
This section reviews studies on water sensing technologies
and sensing technologies using radio signals.

5.1 Water-Level Sensing
Water-level sensing technology is not much studied in lit-

erature because there are many off-the-shelf water-level sen-
sors such as floating and bubble water-level gauges available.
There is another form of water-level sensors relying on ul-
trasound, radar [2], and laser [3] available today. These ap-
proaches require high cost equipments or high installation and
maintenance costs.

Image-based water-level sensing technologies have been
reported [4,5]. River Eye [5] installs cameras by the riverside
and other system components are deployed as a cloud system,
which minimizes installation and maintenance costs. Com-
bined with the cloud-based approach with our BLE-based sens-
ing technology, we believe that we can much more reduce the
installation and maintenance costs.

5.2 Wireless Sensing
There are some studies reporting wireless sensing technolo-

gies in terms of water sensing. Wi-Wheat presents a non-
destructive and economic wheat moisture sensing system with
commodity WiFi [6]. Wi-Wheat utilizes amplitude and phase
shift of WiFi wireless links in CSI (channel state informa-
tion) data derived from a commodity WiFi module. Machine-
learning using SVM with features extracted by PCA (princi-
ple component analysis) on CSI data estimates wheat mois-
ture level. The experimental results demonstrated the Wi-
Wheat system can achieve higher classification accuracy for
both LOS (line-of-sight) and NLOS (non line-of-sight) sce-
narios. The use of commodity WiFi drastically reduces the
cost of moisture sensing compared to the existing grain mois-
ture sensing technologies relying on magnetic or electric prop-
erties [7–12].

Wireless sensing technologies using commodity WiFi de-
vices are extended to gesture recognition nowadays. WiGest
leverages changes in WiFi signal strength to sense in-air hand
gestures around the user’s mobile device [13]. Smokey utilize
CSI changes to detection smoking motion [14]. Both tech-
nologies utilize change of radio signal propagation environ-
ment. Utilizing the signal processing methods presented in
these works to extract features, we may improve water-level
estimation accuracy, which is one of our future works.

6 CONCLUSION
This paper proposes BLE-based water-level estimator as

a new low-cost water-level measurement method. We con-
ducted an initial experiment and confirmed that the BLE water-
level estimator estimated water-level with small errors in a
controlled environment. In our future work, we conduct ex-
periments in a practical environment.
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Abstract - The need of mental health management in 
enterprises has become widely recognized. It is a big issue 
because of the huge number of employees, which is beyond 
the capacity of existing number of psychological experts 
such as medical doctors and counselors. Thus, self-guided 
method of mental healthcare is needed. A digital content of 
a self-guided mental healthcare course based on the 
counseling method SAT has been developed with the virtual 
reality technology so far. However, the virtual reality course 
was not so easy to use every day, although repetitive use of 
the course is desirable for keeping good mental health. Thus, 
we have developed the web-based self-guided mental 
healthcare course that can be practiced by a smartphone, by 
applying the same structure of the virtual reality course. The 
14 days experimental use of the course in comparison with 
the conventional breath relaxation method is reported as 
well as the detailed design of the course. 

 
Keywords: Self-guided mental healthcare, Healthcare 
course, SAT counseling method. 

1 INTRODUCTION 

 Research of online courses on mental healthcare has 
become active, as the importance of keeping good mental 
health has been widely recognized. The stress check system 
to keep employees’ good mental health in companies has 
even been legislated recently in Japan. This resulted in 
sudden increase of the number of potential clients for 
medical counseling most of whom are not in sick, whereas 
the number of industrial physicians specialized in 
psychology to carry out the counseling and to deal with 
employees’ mental problems does not. Thus, at the same 
time as expanding the support system by experts, means to 
increase employees’ own ability to conduct mental 
healthcare are more in demand. 

A self-guided mental healthcare course[1] [2] based on a 
counseling and therapy method, the SAT (Structured 
Association Technique) method [3], adopting virtual reality 
(VR) were suggested as one of the means. The course which  
enables a user to carry out the therapy process for oneself 
with wearing a VR Head Mounted Display (HMD) obtained 
good stress relief evaluation. 

In this research, we have developed a new web-based self-
guided mental healthcare course (WEB course) that can be 
practiced by a popular device, a smartphone, using the same 
structure with the VR course, to improve the usability. It 
enables a user to repeat the course easier and acquire a self-
care skill to cope with daily stresses so that the user can 
gradually stabilize the emotion for oneself and improve 
stress tolerance eventually. In order to examine the stress 
reduction effect of the WEB course, we conducted an 
evaluation experiment to compare the effect by one-time use 
of the WEB course and continuous use during 14 days with 
a breathing relaxation method.  

2 RELATED WORK 

In recent years, researches have been conducted to apply 
psychotherapy to digital contents and use them with mobile 
devices as a complementary tool for treatment and 
counseling, or a training tool. Researches on one of major 
psychotherapy, Cognitive Behavioral Therapy (CBT) have 
especially progressed [8] [9] [10], and there are many 
commercially available mobile applications [11]. In the 
CBT sessions, homework such as keeping a diary or 
changing a habit of behavior which is defined as an issue to 
be fixed through a session is often imposed on the client. In 
the next session, a counceller finds distortion of the clients 
cognition from the record of the diary and makes correction. 
Such the homework part of CBT is applied to digital 
contents and offered as mobile applications, however which  
does not cover whole CBT processes.  

"Mood Mint" [12] was developed as a mobile training 
tool to reduce anxiety and depression with reference to the 
Cognitive Bias Modification [13], which attracted attention 
as a counseling technique.  

Mindfulness-based Stress Reduction using meditation and 
Mindfulness Cognitive Therapy are also active in research 
and psychology clinic in Europe and the United States [15] 
[16]. As smartphones become more prevalent, mindfulness-
based mobile applications [17][18] are attracting attention. 
Among them, a meditation voice guide service “Headspace” 
[19] that can be used in smartphone applications is 
commercially available. This application provides several 
courses for each purpose, such as coping with anxiety and 
depression, and assists the progress of meditation.  
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The above psychotherapy-based mobile applications are 
basically aimed at providing a training program and not 
practicing a therapy in one session. The purpose of our 
research is to realize a self-guided mental healthcare course 
through which a user can practice a therapy to reduce daily 
stresses and a training to acquire a skill to cope with such 
stresses.  

3 SAT METHOD 

3.1 Overview of SAT method 

SAT counseling method is a structured and interview form 
counseling method proposed by Munakata. The SAT 
method has a wide effective range such as a mental disorder 
(such as Depression, bipolar disorder, obsessive compulsive 
disorder, personality disorder, schizophrenia, etc.) and 
various stress diseases. Unlike other conventional 
counseling methods focusing on the psychological aspects, 
the SAT method puts an importance on physicality, and 
approaches mental problems from the bodily symptoms. 
Therefore, instead of working thought by linguistic stimulus, 
use visual stimulus from the presented image. It is possible 
to grasp unconscious true feelings and an essential desire in 
a short time because it can functionalize an association and a 
flash and intuition well. 

3.2 SAT Imagery Therapy using Light Image 
and Surrogate Face Representation Image 

When a person who wants to have counselling recalls a 
stress scene, it is perceived as physical discomfort (such as 
Stomach shrinks, nervous, sweating hands, chest tightening). 
The SAT Imagery Therapy using Light image is a technique 
to change the discomfort to a good feeling and reduce the 
stress by watching the light image selected and perceived as 
a pleasant stimulus[5].  

The SAT Imagery Therapy using Surrogate Face 
Representation image is a technique for transforming the 
image for self to a good one by replacing the primitive land-
scape (for example scenery that many yell at around 
childhood) in the interpersonal relationship of the consultant 
with the image of surrogate face representation symbolizing 
pleasure. In psychology research, it is generally known that 
influence on self-esteem of a person is influenced by how 
the child care attitude of a child career is positive or 
negative. By allowing the person to select an image of 
surrogate face representation with a sense of good feeling 
and recalling the image of a scene that makes a sense of 
security and providing a feeling of security, person 
perceives a sense that is safely protected, enhances self-
esteem and encourages stress reduction. 

3.3 Self-Guided Course based on SAT 
Method 

SAT counseling method does not need a client to tell 
his/her traumatic episodes or secrets and uses visual 
stimulation by images of light and positive face 

representation instead of nuanced linguistic expressions. 
Also, it is well structured which can be practiced in 
relatively short time in 5 to 10 minutes. But, in the 
conventional SAT Imagery Therapy, the expert evokes 
client's association through hearing, counseling or 
presenting thumbnails on paper media without images In 
some cases, the image is not sufficiently evoked by merely 
looking at the image on the paper medium, and the 
counselor has a supplementary voice call or encourages eyes 
to close to arouse the image while seeing the reactions such 
as the words and expression. Therefore, counselors play an 
important role in their progress. In this research, we created 
a course as a technique that can make self-progression even 
without counselor guidance support by converting SAT 
method to digital content and using a smartphone.  

3.3.1 Course Composition 

Based on the SAT method, the composition and 
procedures of WEB course are classified into three 
categories (Table 1): (1) knowing their own mental 
condition (Assessment Part), (2) stress reduction (Solution 
Part), (3) knowledge and training to improve mental 
resistance (Learning Part). In the learning part, based on the 
analysis of the data obtained in the assessment part and the 
solution part, learning contents suitable for individual stress 
characteristics are provided. In this research, the assessment 
part and the solution part are developed prior to the learning 
part and the stress relief effect of image therapy in the 
solution part are investegated.  

 
Table 1. WEB course and SAT method content comparison 

The course 
category Content of WEB course Corresponded contents of 

the SAT method 

Assessment 
Part 

To know mental 
conditions and 
characteristics. 

The SAT psychological 
scale used for health 
coaching by a SAT 
therapist 

Solution 
Part 

To carry out a therapy 
process to reduce stress. 

The SAT imagery work 
using Light Image and 
Surrogate Face 
Representation Image 

Learning 
Part 

To learn the methodology 
of the SAT method and 
understand the course. 

Psycho education 
conducted by a SAT 
therapist. 

3.3.2 Assessment Part 

In the assessment part, we conducted a mental 
characteristic check test (Table 2) using the SAT four 
psychological scale with the aim of measuring the mental 
condition and characteristics of the user and clarifying the 
changes before and after the use of the system. 

3.3.3 Solution Part 

The solution department presents the set questions in 
order and is proceeded by the process that the user answers 
to reduce the stress. In the first half (Table 3), first, the user 
is asked to remember one of stress scenes in accordance 
with the question and make aware of how much stress it is. 
Next, by comparing the stress to color and form and making 
imagination as if the stress image compared by color and 
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form are approaching the user oneself, the user is 
encouraged to perceive the physical discomfort. 
Furthermore, by specifying body part and type of the 
perceived physical discomfort, user is prompted to focus 
consciousness on the discomfort in the body. And then, by 
expressing the stress level caused by the discomfort as a 
numerical value (%), the user recognizes more clearly that 
the discomfort is occurred while feeling the stress. 

In the second half, the course steps based on the process 
of SAT Imagery therapy using light image and surrogate 
face representation (Table 4) are proceeded to decrease the 
stress level%, in short, relieve the discomfort and reduce the 
stress.  

Table 2.  Mental characteristic check test 
Scale Content Number of 

questions 
Score 
range 

State-Trait 
Anxiety 
Inventory(STAI) 

It tends to fall into anxiety. 
The degree of vague anxiety 
that reflects the individual's 
past experience rather than 
state anxiety that changes over 
time [20] 

20  20-
80 

 

Self-rating 
Depression 
Scale(SDS) 

Evaluation of depression 
symptoms including mood, 
appetite, sleep [21] 

20 
 

20-
80 

 

Self-repression 
behavioral trait 

Behavior characteristics that 
suppresses one's feelings and 
thoughts 

10 
 

0-20 
 

Difficulty to feel  
emotion 

Even if feel a painful thing, 
you tend not to be emotional, 
and tend to endure yourself 

10 0-20 
 

 
Table 3.  First half of solution part 

Order Question 
1 Please remind me again what you are concerned about 

now 
2 What is it like? Please choose (Choose from 34 sources 

of stress such as your future, family health etc.) 
3 How much is that degree? Please choose (Choose from 3 

stages "not so" to "very much") 
4 Does that stress comparable to color? (Choose from red, 

brown, black, gray, purple, navy blue, light blue) 
5 If you compare the stress to the shape? (Square, rugosum, 

muddy, fluffy, pointed, flat, selected from spheres) 
6 Close your eyes, thinking about where this thing comes 

and imagining this image, where do you feel strangeness 
in your body? 

7 How is that strangeness? (Choose from throbbing, cold, 
heavy, dull, sore, tight, numb, stretch) 

8 What is the stress level of current discomfort? (answer 
from 0%~100%) 

 
Table 4. Second half of solution part 

Order Question 

1 The part that feels that discomfort is healed by which 
color light is being protected? 

2 Please choose a comfortable face that came into your 
eyes. Do you have anyone who smiled easily? 

3 Looking at that face, what percentage of stress is the same 
as before? (Answer from 0%~100%) 

4 What kind of character are you going to be when you see 
these people? 

5 If such a personality, in the situation of stress, how can 
you handle it? It's okay with what you came up with 
intuition. 

6 What do you think is the result if you do that? 

7 Who is the most interested of those who have chosen? 

8 What message will you give me? 

9 How will you feel? 

10 How did you feel about the stress that first came up when 
you were watching all the faces of these people? 

11 How has the degree of stress changed? (Choose from 3 
stages "not so" to "very much") 

4 SELF-GUIDED MENTAL HEALTH 
CARE WITH SMARTPHONE 

The WEB course using smartphones was developed in 
accordance with the composition of the digitized SAT 
method. It is constructed as a web site that can be realized 
with multiple platforms so as to flexibly respond to users' 
usage situations. Therefore, it can be accessed by using PC, 
smartphone, etc. In this research, we will describe contents 
assuming use on smartphones.  

In the VR course, the immersive feeling image fits the 
SAT imagery therapy and can be as one of factors to bring 
effect on the stress reduction. However, such effect is not 
expected with the small flat display of the smartphone. On 
the other hand, from the viewpoint of operability, swiping 
and tapping operation on smartphone is easier and more 
familiar than moving the head to manipulate the cursor on 
the VR screen. In the SAT therapy process, it is desirable to 
intuitively perform selection operation in a short time rather 
than carefully selecting using long time. By using a 
smartphone, relatively complicated operations such as 
button selection, cancellation, page advancement and return 
can be performed more intuitively and quickly.   

When the user logs in using the ID and password on the 
login page, a start page is displayed. The user select ether 
the button of the Assessment part or the Solution part. 

The mental characteristic check test is displayed in the 
assessment part.  

When the user select the button of the solution part, the 
page shown in Figure 4. In this screen, the user are 

Figure 4: The Stress source list screen 

Table 3. 
Question 1,2 
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requested to recall the stress scene (Table 3, Question 1), 
and select from the list of prepared stress sources (such as 
things of own future, family health etc.) the one closer to the 
problem of the stress scene (Table 3, Question 3). Then 
choose from 3 options for the degree of stress. In the scene 
where stress is compared to color and shape (Table 3, 
Question 4), make a selection from the image list. Returning 
to the chat screen, while recognizing the color and shape of 
the selected color, perceiving physical discomfort and 
specifying the part and type (Table 3, Questions 6, 7) 
(Figure 5). Finally, answer by entering% of stress received 
by physical sense of discomfort. 

Subsequently, questions are presented according to the 
latter half of the solution part (Table 4). The user is asked to 
select a light image (golden, green, peach, orange, blue, 
white, cream, yellow color, provided based on the light 
image of SAT method) (Table 4, Question 1) from image 
list. From the image list, after selecting the image that can 
make an image that will heal physical discomfort, we move 
to the screen and the selected image is displayed (Figure 6). 
Multiple images can be selected. After that, select a 
representative from the selected image and deepen the 
feeling of being protected by imagining speaking. Finally, it 
asked the user to answer how stress level against stress 
source confirmed in the first half has changed, and it ends. 

5 EXPERIMENT 

In this research, the evaluation experiment was carried out 
with the approval of the ethics review committee in Faculty 
of Library Information and Media Science, University of 
Tsukuba (Notification No. 29-109) 

In order to examine the stress reduction effect of one-time 
use and continuous use of WEB course and the difference of 
the effect, an evaluation experiment to have the subject 
continue to use this course for 14 days and to compare it 
with the breath relaxation method.  

5.1 Breath Relaxation Method 

We prepared a course to carry out the breath relaxation 
method as a control group. 

The breath relaxation method is a training method aiming 
at improving the function of the mind and the body by 
breathing. It is introduced in the data of the Ministry of 

Education, Culture, Sports, Science and Technology in 
Japan [22] etc. as a relaxation method to consciously control 
breathing. It has also been reported that it is a technique that 
can be instructed safely and effectively in clinical practice 
[23]. Even a busy worker can do with a little time hanging 
on a chair and does not need special physical strength. 

This method intends to increase the mobility of the 
diaphragm, and the respiratory movement that emphasizes 
the process of expiration is performed at a speed of 3-4 
times per minute with the eyes closed and sitting on the 
chair [24][25]. First, take about 4 seconds, breath in through 
your nose and inflate your abdomen. Next, after 1-2 seconds 
between switching from inhalation to exhalation, pull out 
the lower abdomen while drawing slowly and slowly for 
about 8 seconds. In this experiment, according to this 
method, the subjects in the control group were asked to 
perform this method. 

We created a website (BREATH course) to guide the 
experiment subject's breathing practice. This has a screen 
(Figure 7) for presenting the implementation method and a 
timer screen (Figure 8) for displaying the execution time. 

5.2 Procedure 

33 college students and 7 office workers were selected as 
subjects, and randomly assigned to two groups, a WEB 
course conducted experiment group and a BREATH course 
running group (WEB course:N = 21, BREATH course:N = 
19). For each group, after explaining the SAT method or 
breath relaxation method, the contents of the experiment and 
the course, we started to use the course and measured the 
state before the course by the mental characteristic check 
test of the assessment part. Next, we conducted the course at 
the solution part and asked the mental characteristics check 
test of the assessment department again after the course. 
This is the first day 's experiment. 

After the second day, I instructed to carry out the course 
once a day. In addition, in order to confirm the 
implementation status of the course and the troubled points, 
we notified by e-mail every day until the 7th day after the 
start of the course and then notified two or three times. 

The timing of the survey conducted mental characteristic 
check test using four psychological scales at 4 points before 
and after the first course, after the course on the seventh day 
and after the course on the 14th day. We used a 

Figure 5:  Identifying 
physical discomfort 

Figure 6: Selecting light 
image and face images 

Figure 8: 5 minutes timer 
screen 

Tap the screen 
to start the 
timer 

Figure 7: Breathing exercise 
practice guide screen 
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questionnaire on the paper medium for the first 

experiment. On the seventh day and the 14th day, we used 
the search function on a smartphone.The stress situation 
difference was evaluated using the stress characteristic 
check test (Table 2). Four psychological measures (State-
Trait Anxiety Inventory, Self-rating Depression Scale, Self-
repression behavioral trait, Difficulty to feel emotion) used 
in the usual SAT method were used. 

6 RESULT 

The result of stress characteristic check test is shown on 
Table 5. The average score of STAI scale and  Self-
repression behavioral trait scale in the WEB course and SDS 
scale in the BREATH course are gradually decreasing step 
by step during the experiment period. The others are once 
increased, but decreased at 14th day eventually. The 
changes in these average scores suggest that the stress 
relieving effect was brought and  accumulated in 14 days in 
each course. This result shall be tested and analyzed in detail 
in the future. 

7 CONCLUSION 

We developed a self-mental healthcare course based on 
the SAT counseling method aiming at long-term and 
continuously available self-mental healthcare tool, using a 
simplicity of smartphone and intuitive operation of web-
based self-mental care course. In this research, we 
conducted an experiment to have the subjects continue to 
use the course over 14 days and examined the stress 
relieving effect of one-time use and continuous use. As a 
result, it is suggested that the stress relieving effect by using 
the course accumulated in 14 days. In the future, the result  
shall be tested and analyzed in detail to verify the effect of 
the course.   
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Abstract - Deskworker is a lack of exercise because there
are few opportunities for exercise. Lack of exercise is a pri-
mary cause of most chronic diseases. On the other hand there
have been many studies of health services combined with smart
devices, gathering a user’s health lifelog and managing his or
her health for the improve. The purpose of this study is to add
group elements to health services and promote exercise. Be-
cause the group elements can stimulate competitiveness and
contribution mind, these will help to promote exercise. Other
studies have concluded that we changed the behavior of the
team based on life log technology and information sharing
and promoted exercise[1]. The model with ”competition”
technique resulted the most effective performance for com-
petitive teams such as sport teams. However, in this study it
is inconvenient to require manual input by the user, and the
presentation method is inadequate. In this paper, in order to
automate acquisition of exercise amount and maintain contin-
uous motivation, create a healthcare promotion system (Fig.
1) incorporating competitiveness and contribution mind. As
a method of automating gathering of user’s activity amount,
use smartphone application and API provided by application.
To improve competitiveness, compare with other groups us-
ing group evaluation values. Group members are ordered in
descending order of exercise amount, ranking advantage is
used to present group contribution. We did create and oper-
ate a prototype to find the best presentation method. Measure
the number of steps of the person belonging to the four lab-
oratory as the activity amount. For grouping, it is between
laboratories, grade, between transportation, between favorite
sweets etc. Number of people belonging to the group, the
group evaluation value changes. Therefore, it is necessary to
consider other calculation methods. It is insufficient in terms
of privacy protection to present names, step counts and action
rankings within the group. Therefore, the user should indicate
that your position is in the top of the group. Information pre-
sentation using activity amount is inappropriate for maintain-
ing motivation. Therefore, regular motivation is necessary.
We implemented an event function aimed at regular motiva-
tion. After the event period and period, there was an increase
or decrease of the activity amount of the user. From these
results, we discussed the necessity of regular motivation.

Keywords: healthcare, group activity, contribution mind,
competitiveness

1 INTRODUCTION

Deskworker is a lack of exercise because there are few op-
portunities for exercise [1]. Lack of exercise is a primary
cause of most chronic diseases [2]. It is common for com-
panies to grasp the health situation of employees and give
exercise instruction to improve [3]. However, because that
method is insufficient as a precautionary measure, companies
need effective health management [4].

I believe that improving motivation has the effect of en-
couraging behavior leading to exercise. Ingress1 and Pokémon
GO2, game portals are set for real world buildings and mon-
uments. Therefore, in order to advance the game advanta-
geously, there is a characteristic that it has to actually move
to that place. For example, Pokémon GO got about 5 billion
kilometers3, about 10 billion km in 10 monthst4. Even for
those who are not interested in healthcare, the number of steps
in everyday life is increasing naturally in order to favorably
perform these position information games. These location in-
formation games can be said to be examples that showed the
possibility of improving motivation and transforming human
behavior if the location information service is properly de-
signed. In this case, the user is acting to lead to exercise based
on the motivation to enjoy the game.

On the other hand there have been many studies of healtah
services combined with smart devices, gathering a user health
lifelog and managing his or her health for the improvement
of the quality of his or her life, using various sensors. The
purpose of this study was to add group elements to health
services and promote exercise. Because the group elements
can stimulate competitiveness and contribution mind, these
will help to promote exercise.

2 RELATED RESEARCH

According to ”Draft Motion Standards for Health Promo-
tion” announced by the Ministry of Health, Labor and Wel-
fare in January 2006, walking of 8,000 steps to 10,000 steps
per day is considered good for prevention of lifestyle diseases
[5]. In addition, excessive exercise, on the contrary, becomes
stress, there is also a risk of lowering immune function [6].

1Ingress:https://www.ingress.com/
2Pokémon GO:http://www.pokemongo. For location information games

for smartphones such as jp/
3https://pokemongo.nianticlabs.com/en/post/headsup
4Pokémon GO - Walk and go for adventure!

http://pokemongolive.com/en/post/adventureweek2017
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Therefore, it can be said that about 8,000 steps per day is a
suitable exercise amount. In this research, the objective is to
promote health by exercise focusing on walking. Therefore,
it is necessary to introduce appropriate momentum based on
medical grounds as a motion index in the system.

It is difficult to realize behavioral change by compulsion
from outside, and sustainability is not seen. Meanwhile, be-
havioral changes realized based on endogenous motivation
are sustained as long as their motivation is maintained. There-
fore, promotion of healthcare of office workers is not neces-
sarily merely realizable momentarily, but sustainability is a
problem.

Human Based Computation’s research will be helpful in
considering stimulatable motivation. Human Based Compu-
tation is an approach in which people are asked to perform
tasks that are difficult to automate by computers, and there
are cases in which various motivations are stimulated. Here
are the main motivations. I want to get results, monetary com-
pensation, stimulation different from everyday life, aesthetic
appetite, curiosity, volunteer spirit, contribution heart, com-
petitive spirit, communication desire, desire to share knowl-
edge, want to achieve what others can not do, game, fun is
there. As an example, re-CAPCHA creates an account of a
web system anew, or a mechanism for letting a person who is
trying to download a certain file to input two words and judge
whether it is a person or a BOT [7]. At this time, one of the
two is a word that failed OCR in the digitization project of
the old book. Behavior based on motivation to obtain results
such as accounts and files, and behind the scenes contribute
to digitalization of old books by human power.

To improve the motivation of exercise, a method using re-
ward can be considered. An example using a game is BitHunters
[8]. BitHunters is a real world game for smartphones who can
enjoy adventure walking in the real world. Through walking,
the user can acquire tokens issued in the game. This token can
be exchanged for a virtual currency like a bit coin in the fu-
ture. Therefore, the user can expect improvement in exercise
motivation for reward.

At the Osaka Minami Power Station, Kansai Electric Power
Co., Ltd. conducted group activities to improve lifestyle habits,
and achieved [9]. As for the health improvement measures
before group formation, the target person felt ”feeling being
carried away”, and the expected effect was not obtained. As
a breakthrough policy, we organized the group and practiced
health improvement small group activities to formulate and
practice health improvement measures by the members of the
group themselves. Through this policy, we shared objective
consciousness within the group and expected improvement of
health with mutual sense of solidarity. In the first year of
the group organization, it divided into three groups of ”Good
Group”, ”Group that needs a little hard work”, ”Group that
got worse” from the trend of past examination figures. Based
on the advice of industrial physicians, the group discussed tar-
gets and all members worked on health examination to be car-
ried out three months later. Of the 27 subjects, 7 people suc-
ceeded in health improvement, 11 people deteriorated more
than before. For this grouping, because the cause varies for
each subject, it is difficult to share the purpose conscious-

ness. In order to facilitate the sharing of target consciousness
among subjects within the group, we organized the ”eradica-
tion high-fat team”, ”resurrected liver function team”, ”over-
throwing hypertension team” for each cause item. We set
goals and take countermeasures in the same way as last time.
Thirteen out of 25 participants succeeded in improving health.
Five out of 13 people achieved all goals. From this result,
grouping that is easy to give a common purpose conscious-
ness is important.

Fitbit [10] which carries an acceleration sensor and an al-
titude sensor and measures the amount of activity is linked
with wireless application of smartphone, and data manage-
ment and the amount of activity can be visualized. Within
the application, there is a function to share the momentum
of friends and family members and make them compete. By
utilizing this function, it can be expected to stimulate user’s
motivation.

The paper by Nishiyama [11] have concluded that They
changed the behavior of the team based on life log technology
and information sharing and promoted exercise. The model
with ”competition” technique resulted the most effective per-
formance for competitive teams such as sport teams. How-
ever, in this study it is inconvenient to require manual input
by the user, and the presentation method is inadequate In this
paper, in order to automate acquisition of exercise amount and
maintain continuous motivation, create a presentation system
incorporating competitiveness and contribution mind.

3 HEALTHCARE PROMOTION SYSTEM
BY STIMULATING IN-GROUP
CONTRIBUTION MIND AND
INTER-GROUP COMPETITIVENESS

In this research, we focus on contribution and competitive-
ness. These focuses are very good for the combination of
concepts of groups. It stimulates the feelings that contribute
to the group as a member and the feelings that you do not
want to lose to other groups. Improve motivation of exercise
by doing these appropriately. Therefore, we focused on the
group because we thought that maintaining motivation for ex-
ercise was easier when exercising as a group as members of
arbitrary group than when doing voluntary exercise by indi-
viduals. When grouping office workers, there are groups such
as departments and companies. It is also conceivable to form
groups for each user profile such as gender, age, commuta-
tion method, favorite confectionery, and the like. To measure
the amount of activity, use a smartphone or a wearable device
that is considered to be carried around by an office worker.
We use applications suitable for each device and collect and
manage data. Visually display the amount of activity, based
on the collected data. Users can switch, display among fa-
vorite groups.

3.1 Activity Amount Acquisition Method

In order to examine the presentation method effective for
improving motivation for exercise, we have constructed an
activity quantity presentation system among multiple groups.
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Fig. 1 is a diagram of the entire system. We utilized existing
field service and automated acquisition of momentum.

Figure 1: Automatic activity record system

As a location information service to acquire activity amount,
use ”Moves” [12] on iPhone or ”Google Fit” [13] on Android
device. Fitbit [10] which is one of wearable device installs
and uses a dedicated application. People using the system
shall always carry one of these.When the user uses this sys-
tem for the first time, profile creation and registration of ac-
cess tokens for exercise amount acquisition are performed.
We created a questionnaire page to have users use their de-
vice attributes and their own attributes. The answer items are
the device used, the major, the laboratory, the grade, the sex,
the height, the weight, the way of commuting, the presence or
absence of a circle of athletic meetings and cultures, Kinoko
no Yama or Takenoko no Sato. When the input is completed
and proceeding to the next step, the application authentica-
tion method suitable for the used Device is performed and the
registration is completed. At this time, the web server side
obtains the access token of the application and starts collect-
ing the data of the exercise amount. In order to present in-
formation tailored to each individual, an authentication page
for each person was created. For registration, ID and pass-
word authentication is common. To improve convenience, we
implemented a mechanism called open ID to log in using an
existing Google account. The user can save time of new reg-
istration and the system management side has advantages of
simplifying user management and improving both sides.

3.2 Implementation of Activity Quantity
Visualization System

Although the main object of this research is an office worker,
information university students are also common in that there
are many work sitting at the desk, We designed a system for
university students. We grouped them by laboratory and con-
structed a system to graph the momentum in each group (Fig.
3).

Furthermore, grouping by user profile was done as a device
to attract users interest. As an example of more subdivided
grouping, there is a graphicization of activity amount of grade
(Fig. 4). As an example of grouping according to hobby taste,

Figure 2: User registration

there is a graphicization of activity amount of each favorite
sweets (Fig. 5).

Fig. 3, 4, 5 graph the average number of steps per group for
each day. When comparing the amount of activity, using the
cumulative value of the activity amount, the number of people
belonging to the group is different, and the small group is dis-
advantageous because it is disadvantageous. For this reason,
we are currently comparing using the group’s average activity
level.

Figure 3: Amount of activity between laboratories

4 DISUCUSSION FOR OPERATION

We tested the proposed system in a short time. Also, we
discussed the display method and handling of data. In this
chapter, discussion items for practical application will be dis-
cussed.
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Figure 4: Activity amount between grade

4.1 Numericalization of Activity Amount

Although the average value of steps is used as the current
activity amount, the influence per capita changes according
to the number of belonging people (Fig. 6). We focus on the
transition of the user’s cumulative number of steps per day.
As a method, evaluate when the user continuously achieves
the goal or starts to work hard. The user who achieved the
goal after increasing more than the usual step number. Eval-
uate these users (Fig. 7). Person A has achieved the target
index for four days.Since this user is accomplished by daily
effort, it is necessary to evaluate the contribution to the group.
influence is weak in group B. For example, even if they all
have the same momentum, if there is a difference in the num-
ber of people, there will be a difference in influence per per-
son. For that purpose we are planning to use the combination
of the variance of the activity amount of the group and the
average value.

We focus on the transition of the user’s cumulative number
of steps per day. As a method, evaluate when the user contin-
uously achieves the goal or starts to work hard. The user who
achieved the goal after increasing more than the usual step
number. Evaluate these user’s (Fig. 7). Person A has achieved
the target index for four days. Since this user is accomplished
by daily effort, it is necessary to evaluate the contribution to
the group. For Person C, the cumulative number of steps until
1st to 3rd day is low on average. However, on the fourth day,
the figures showed an increase over the cumulative number of
daily steps, achieving the target index. In this case, although
it is impossible to read the intention of the individual himself,
it can be inferred that we have started to achieve the target
index. In order to help maintain motivation, it is necessary to
evaluate the beginning of efforts to exercise.

Figure 5: Activity amount by favorite confectionery

4.2 Reviewing grouping
Prior to visualization of the amount of activity, it is nec-

essary to first classify groups without unfairness. As shown
in the (Fig. 8), because there is a difference in the amount
of activity due to differences in commuting methods, we are
planning to use the amount of activity during the working
hours for evaluation. However, since the administrator can ac-
quire the activity amount of a specific user within an arbitrary
time, there is a possibility that problems related to privacy
may emerge from the viewpoint of behavior guessing and the
like. Also, after using the system for a certain period of time,
I plan to reorganize the group into a group more suitable for
healthcare. For example, it is conceivable that people with
less activity from various groups are gathered, and the user
can be given a common conscience that ”they must exercise”.

4.3 Relationship between in-group
contribution and privacy protection

To display the degree of contribution within the group, it is
displayed using names and attributes, but it is considered to
be insufficient from the viewpoint of privacy protection. For
example, when names and steps are used (Fig. 9) to indicate
the degree of contribution within a group, the recognition of
the degree of hard work between members increases, and im-
provement of motivation within the group can be expected.
However, for members with low group contribution, there is
a possibility that exercise is forced from members with high
competitive spirit or high contribution.

From the viewpoint of privacy, display that can specify the
name and attribute of a member should be avoided. For exam-
ple, comparing figures showing the amount of activity and de-
gree of obesity (Fig. 10) and the figure of contribution within
the group, there is a danger that the degree of obesity and
name will be inferred. In general, obesity degree is informa-
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Figure 6: Evaluation changes depending on the number of
members

tion that you do not want to know, so privacy protection is
necessary.

Reducing the sensing acquisition interval increases real-
time performance. However, privacy protection is insufficient
from the viewpoint of user’s behavioral inference. It is nec-
essary to set the minimum necessary interval for presentation
and consider privacy protection.

4.4 Examination of Information Presentation
Method

It is difficult to obtain sense of accomplishment, superior-
ity, and sense of crisis simply by presenting numerical val-
ues such as the number of steps. As a method to realize it,
we are studying the following information presentation. For
example, if you use Mt. Fuji as a motif, you can grasp the
position between the groups and visually obtain a sense of
accomplishment and superiority (Fig. 11). Also, display the
activity level of each group in the same way, and measure the
contribution degree. Next, if you use a balloon diving game
as a motif, the amount of activity is proportional to the size
of the balloon, and if the average value in the group exceeds
8000 steps, the balloon will break (Fig. 12). The upper group
shows the number of steps required to achieve the goal and
gives another group a feeling of crisis. Also, to small balloon
group, present the number of steps to overcome and lead to
behavioral change. To maximize motivation, it is easier to
tackle if the way to overcome other groups is clear and sim-
pler. We can build a strategy of winning with a little effort
and think that if the effect gets better in a short period of time,
it will lead to continuation of motivation. In order to have
sustainability, it is necessary to devise not to get tired with a
display method rich in variation. For example, giving each
group a character, metabolizing or slimming the style makes
it possible to obtain an evaluation of the image of each group.
Also, comparing rice cultivation to games, encourage contin-

Figure 7: Activity comparison for each user

ued hard work. Daily efforts are required to harvest rice, and
the achievement of rice growth and harvest can be obtained.
Because rice plants dying when you skip along the way, you
can expect participants to return to their original goals.

4.5 Ddeviceevice Difference of Acquisition
Activity Amount

Although this system can acquire the activity amount on
the smartphone or wearable device, there is a difference in
the amount of activity acquired by the device. A smartphone
is always carried by a user as compared with a wearable de-
vice worn on the body. Therefore, there is a difference in the
amount of activity obtained by the device. Also, since the sen-
sor accuracy built in iPhone, Android, Fitbit is different, there
is difference in activity amount You can think of possibility.
In the future, when the difference in activity amount due to
accuracy becomes an adverse effect of comparison between
groups, Or a method of comparing between groups within the
same device may be considered. As an acquisition method
other than smart phones, there is an employee ID card with
embedded acceleration sensor [14]. It is possible to measure
the number of steps from built-in sensors. Since the employee
ID card is always carried by the office worker inside the com-
pany, it is expected that the capture rate of the momentum
measurement can be improved more than the smartphone or
the wearable device.

5 IMPLEMENTATION FOR ACTUAL
OPERATION

Based on the discussion in Chapter 4, we propose individ-
ual and group evaluation method and presentation method.
Evaluate the ongoing efforts and measures when evaluating.
For this reason, composite evaluation values including step
count are converted to points and evaluated (Fig. 16). In ad-
dition, as a presentation method, an event period is set for
the purpose of evaluating ongoing efforts. In this chapter, we
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Figure 8: Activity amount by transportation method

Figure 9: Activity amount ranking

describe these proposals and implementations for evaluation
experiments.

5.1 Implementation of Person Points
We propose an person points calculation method which is

necessary for group points calculation. For person points, in-
clude bonus points to evaluate ongoing efforts. Person points
(Pp) are defined as follows.

Pp = Pbasic + Pbonus

Define the basic points (Pbasic) for converting the number
of steps to a point as follows (Fig. 14). Define the minimum
target that is easy to achieve to 2000 steps and the maximum
target to 8000 steps. Acquired points vary from 2 points to
10 points between 2000 and 8000 steps. 0 point if the mini-
mum target has not been reached. It is fixed at 10 points with
the number of steps exceeding the maximum target. The up-
per limit of the acquisition points is to prevent the immune
function deterioration due to excessive exercise [6] and to
have a certain degree of convergence for comparison between
groups.

Figure 10: Correlation diagram of activity and body mass in-
dex

Figure 11: Visualization of activity amount with motif of
Mount Fuji

Based on the discussion in Chapter 4, we propose individ-
ual and group evaluation method and presentation method. As
an evaluation method, in order to evaluate the daily effort and
the beginning of the initiative, a point which is a composite
evaluation value including the step count is defined and used.

In order to evaluate the user ’s ongoing effort, group points
(Pbonus) are defined below.

Pbonus = Pbasic(Cit − 1)scale

We set an intermediate target of 5000 steps between the maxi-
mum target (8000 steps) and the minimum target (2000 steps).
The achieved number of intermediate targets is Cit.Bonus
points will increase in proportion to the number attained the
intermediate target.

scale =
Ebonus

1
2 × (Edays − 1)× Edays ×max(Pbasic)

Here, Edays is the number of days of the event. The scale is
for setting the cumulative upper limit (Ebonus) of the bonus
points. By achieving the continuous mid-term goal, points
can be greatly acquired at the end of the event. By doing this,
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Figure 12: Presentdeviceing information for winning other
groups

Figure 13: Point Calculation Schematic

it is possible to give appropriate points as compared to those
who have not achieved target.

Fig. 15 is a graph of points obtained when walking 8000
steps or more each day. Earn daily basic points 10 and earn
70 points. Bonus points earned 30 points total.

5.2 Implementation of Group Points

Based on the discussion in Section 4.1, we implemented
calculation of group points, including variations in individual
points calculated in the previous section. For group points,
we want to make the highest evaluation when the variation

Figure 14: Basic Points

Figure 15: Person points when you continue to walk 8000
steps or more every day

of group members is small like (Fig. 16) and the average
value of individual points is high. This will better appreciate
the group that everyone is doing their best. Therefore, group
points (Gp) are defined as follows.

Gp =

{
μ+ wμ (σmax−σ)

σ (σ ≥ 1)
μ+ wμσmax (σ < 1)

(1)

Here, μ is the average of individual acquisition points of
group members. σ is the standard deviation of individual ac-
quisition points of group members.σmax is the maximum pos-
sible value of standard deviation. w is a weight for how much
variation is to be evaluated with respect to the average value.

Figure 16: Approximate drawing about points

5.3 Information Presentation Method
In the upper part of the page, based on the discussion in

chapter 4.4, in order to maximize motivation, we made an
indication that improves competition among the groups (Fig.
17, 18).

Display group information on the left and right and imple-
ment a comparable screen. For the group cohesion degree, the
standard deviation 0 is displayed as 100%, and the standard
deviation maximum value is calculated as 0%, and the result
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is displayed. Also, group points are displayed in a time series
in a line graph.

At the bottom of the page, we present information on indi-
vidual acquisition points(Fig. 19, 20). Individual information
indicates the degree of contribution to an individual group and
individual acquisition points. To indicate contribution degree,
what is the top. For privacy protection mentioned in the dis-
cussion in section 4.3, do not display ranking.

Figure 17: Cumulative points and cohesion degrees of each
group

Figure 18: Group points graph

6 EVALUATION EXPERIMENT

In order to verify whether the motivation can actually be
improved by the proposed method, we conducted an evalua-
tion experiment in the real environment. The evaluation item
is the presence or absence of increase in momentum.

6.1 Experiment Setting
Week 1 from June 13 to June 19 was the event week, fol-

lowed by a week outside the event for a total of two weeks
as the experiment period. The subject was 23 people, Aichi

Figure 19: User points view

Figure 20: User points graph

Institute of Technology Kaji Lab. As an evaluation method,
increase / decrease of the average exercise amount for each
subject is confirmed at the event week and after the event. As
information presentation to the user, we conduct web page
opening, signage display (Fig. 21) in the laboratory where
participating members gather, and occasional distribution (Fig.
22) using communication tools. This is because it is impor-
tant to confirm your position in the group one after another.

Figure 21: Information presentation in the laboratory
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Figure 22: Distribution of interim progress at any time by
communication tool

6.2 Experimental Results
Experimental results are shown in Fig. 17 and Fig. 18.

During the event period, Takenoko No Sato was victorious
with 47 points of Kinoko No Yama and 50 points of Takenoko
No Sato. On May 13th of the event start date, Kinoko No
Yama was dominant, but on May 16th there was a reversal.
Also, the result of the exercise comparison between the event
week from June 13th to June 19th and the subsequent week is
shown in the Table 1. We recorded data even after the event
ended. The week when the open campus was included was a
good record.

Table 1: Average value per day during the event and after the
event

Period Average Daily Steps
Befor the event (6/20-6/27) 5559
Event (6/13-6/19) 5643
After the event (6/20-6/27) 5818
Include Open Campus (7/18-7/24) 6477

6.3 Discussion
Experimental results show that the amount of changes be-

fore and after the event are small. There is a marked increase
in open campus compared to events. This makes it clear that
temporary increase in activity amount was not confirmed. In
addition about the open campus, we should take into consid-
eration the fact that there is a duty to participate. Therefore,

exercise by duty is more effective than exercise by motivation.

7 CONCLUSION

The purpose of this research is to build a visualization sys-
tem of activity amount among multiple groups and to im-
prove motivation to the movement of people belonging to
each group. As a preliminary step for actual operation, we
examined the method of improving motivation, building a vi-
sualization system. These systems are currently being imple-
mented. Through actual operation for a long time, we are
planning to promote research to make appropriate motivation
stimulation and lead to continuous behavior change.
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Abstract: 

Japan is sometimes referred to as "an advanced country with advanced issues" as we are the 

first among advanced nations to face the challenges of an increasingly aging population with 

a low-birthrate. Given this situation, both government and industry have a vested interested 

in resolving the various challenges that arise. The government of Japan has launched the 

Society 5.0 vision in "the 5th Science and Technology Basic Plan" on January 2016. Society 

5.0 aims to realize a new social structure to match the needs of individual citizens by tackling 

societal challenges and surfing the digitalization wave. We will head for the active society 

promoting autonomous value creation to solve various problems and create value by wisdoms. 

Also, from a technology perspective, Japan has been contributing to various projects towards 

Smart Society. Hitachi solves challenges with IoT digital solutions. For example, to realize 

optimized transportation, we developed train traffic management system which 

automatically changes train schedule in accordance with the number of passengers. In this 

way, Hitachi realizes the fine-grained service for consumers and improves their Quality of 

Life with the IoT platform. Furthermore, Hitachi will co-create solutions with partners all 

over the world by creating wisdoms from high-quality IoT data, and by implementing the 

value in the society to build a new value chain. 

Joined Hitachi, Ltd in 1993. He engaged in R&D of system 

technologies for public infrastructure systems like railway operation 

system, utility operation system, water supply system, especially in 

developing autonomous decentralized systems. Now he is directing 

Center for Technology Innovation in Systems Engineering and 

Production Engineering fields. Received Ph.D from University of 

Tokyo. 
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Abstract - Risk management (RM) aims to lead system de-
velopment projects to success by eliminating negative factors.
It is expected that the number of failed projects can be reduced
in organizations that have introduced RM successfully. How-
ever, we cannot confirm this expected result yet. In this study,
we first analyze the RM process for the so-called success-
ful system development projects conducted recently and then
identify the factors where RM did not meet the expected cri-
teria. Next, to eliminate the factors, we propose a quantitative
RM method that could improve the RM process and project
management (PM) process by using Earned Value Manage-
ment (EVM) and Logistic Regression Analysis (LRA). When
we apply the proposed method to a real system development
projects, we concluded that the proposed method is effective.

Keywords: Project Risk Management, Logistic Regres-
sion Analysis,Quantitative Project Management

1 INTRODUCTION

”Software dependent Society” has arrived. Important func-
tions such as organizational operation, home electronics, and
automobile control are controlled using software. Therefore,
many companies focus on system development.

However, according to reliable statistical information[1],
only 27% of all projects succeed in all aspects of quality, cost,
and delivery time (QCD) in domestic and foreign system de-
velopment projects. Thus, three-fourths of the projects do not
meet all the QCD criteria, which leads to the cancellation of
24% of software development projects[2].

To solve this problem, interest in introducing RM processes
in system development has increased. It is believed that RM
has the ability to lead projects to success by eliminating neg-
ative factors that may cause the project to fail.

In general, to introduce RM processes, an international “best
practice model” has adopted the Project Management Body of
Knowledge (PMBOK)[3], Program & Project Management
for Enterprise Innovation (P2M) [4], the 2nd version of Projects
in Controlled Environments (PRINCE2) [5] as reference mod-
els, and introduced specific practices for RM that all pre-
sented in these guides.

However, even the introduction of the “best practice pro-
cess,” does not reduce the number of failed projects. The find-
ings suggest that successful implementation of the RM pro-

cess does not contribute toward the reduction of failed project
occurrence.

We believe that there are two major factors that contribute
to the event described above. One factor is that the project
management standards and guides that have been proposed
and developed overseas do not match practices that are in
place in the domestic system development projects. The other
factor is that even though the standards and guides are correct,
they have not been successfully introduced to the system de-
velopment site.

In both cases, it is necessary to establish an appropriate
methodology to introduce RM processes to the management
of standard-sized projects in Japanese industry.

To address this issue and decrease the incidence of failed
projects, we first analyze four cases of a specific risk man-
agement process conducted recently and identify the factors
that will create a bottleneck. Next, to solve the problem of
failure, we proposed a method to introduce the RM process
appropriately. The proposed method included quantitative
risk management and the implementation of risk countermea-
sures. When we applied our proposed method to a real case
for the RM of system development projects, a measurable ef-
fect was observed in the form of a reduction in the number of
failed projects and a reduction in the contingency budget.

In most of the earlier research on risk management of sys-
tem development, Boehm[6] and Williams el al[7] initially
introduced the implementation methods of risk management
practices that are commonly used presently, such as risk iden-
tification, evaluation, classification, and prioritization. When
such a method is generally perceived, risk management pro-
cess is also adopted widely for project management standards
and guides such as PMBOK, P2M, PRINCE2 and process
evaluation models such as ISO9001[8] and CMMI (Capabil-
ity Maturity Model Integration)[9], Since then, improvement
practice in each life cycle of risk management, risk identifica-
tion using risk breakdown structure[10] and risk assessment
method[11] have been reported. In addition, with the ad-
vancement of risk management technology, quantitative risk
analysis[12] and the Six Sigma approach[13] have been pro-
posed and carried out. Although such prior research explains
the potential of success for the risk management process, it
does not describe why such best practice does not success-
fully operate in the real world. To the best of our knowledge,
no particular prior research discusses the appropriate method
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to introduce risk management process.
The remainder of this paper is organized as follows: In Sec-

tion 2, we review the related works on PM, EVM and RM to
confirm the originality of this study. In Section 3, we analyze
a case on the implemented RM practice where we consult and
identify the reason behind the failure of RM, and describe the
problem to be solved. In Section 4, we propose a quantitative
RM method by using a statistical tool called LRA. In Section
5, the effectiveness of the proposal is evaluated by applying
the method to a real case of system development. In Section
6, we discuss the results of the case study. Finally, Section 7
presents the conclusion.

2 FACTORS CONTRIBUTING TO THE
FAILURE OF RM

2.1 Case Analysis of RM Process
First, we aim to clarify the reasons due to which the number

of failed projects has not decreased, even after best practice
of the successful introduction of the RM process in organiza-
tions. We analyze the factors by taking up four organizations
for whom we have provided management consultation to date.
Below is a summary of the organizations to be analyzed:

Case 1 Electronic control of vehicle amenity
Case 2 Electronic notebook, which maintains a schedule,

dictionary, calculator, and custom program
Case 3 Air conditioner system controlled by an internet-

based remote control
Case 4 Derivative development of value-added of acous-

tic measurement calibration equipment

By analyzing the 4 aforementioned development cases, we
found the following four problems in the RM process:

Problem 1 Since the triggering of alarm for the notification
of risk was delayed by the project manager (PM),
risk countermeasures could not be implemented
on time. A similar problem occurred multiple
times in a PM’s tenure; he thought that the prob-
lem could be solved every time. Therefore, he
did not report the emergence of risk to the higher-
level managers.

Problem 2 Since the development project was originally planned
the development period, it was biased toward keep-
ing the delivery date. Therefore, the organiza-
tions were averse toward reworking due to RM
activities and hence hesitated to report risk occur-
rence.

Problem 3 Despite the original plan to activate risk response
measures in an event-driven manner, project mem-
bers did not accurately understand the RM pro-
cess and subsequently reported risks at weekly
progress meetings that caused notification delays.

Problem 4 Despite a clear definition of the trigger and thresh-
old for risk interpretation in the RM ledger, the

roles and responsibilities were misunderstood, and
the risks were not reported correctly.

The four problems listed above indicated that the RM prac-
tice was correct, but that risk countermeasure actions were not
implemented on time.

2.2 Factor Analysis to show that RM was not
Implemented on Time

Next, we analyze factors that contributed toward the de-
layed occurrence of RM, extracted from the documents and
minutes of the meeting of the past RM assessment. As a re-
sult, the following four factors were clarified:

Factor 1 There was no timely and correct presentation of a
risk report:
Even when the risks expanded and severe delays
did not allow adequate management, organizations
sometimes reported less risk or kept critical risks
hidden since the project was at a stage wherein
it would be evaluated by higher-level managers.
Therefore, a correct risk report was not delivered
on time. This is the cause of Problem 1.

Factor 2 Insufficient risk judgment skill of the PM:
Due to the PM’s insufficient risk judgment skill,
such as insufficient identification of risk and undis-
tinguished critical risk, the organization failed to
manage the risk properly. This led to Problems 1,
3, and 4.

Factor 3 Divided RM method:
Due to insufficient communication between the
PM and higher-level managers, unclear terms and
methods were used, and insufficient information
was presented, which contributed to Problems 2
and 3.

Factor 4 Inadequate risk visualization:
The RM ledger included the PM’s subjective eval-
uations. Higher-level managers were unable to
monitor risk situations of the projects, which con-
tributed to the Problem 4.

3 RM METHOD USING QUANTITATIVE
PROCESS MANAGEMENT

3.1 Basic policy
A risk is a potentiality thing, and it does not necessarily

become explicit. Therefore, the activation of risk counter-
measures ahead of schedule will lead to the employment of
unnecessary labor and costs.

For establishing a good RM process, it is important to de-
fine the risk of each project and judge them objectively by
using quantitative data.

(1) Set a clear risk criterion
Objective judgment criteria are set for practicing each
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Figure 1: Procedure of this proposal

RM process, such as registering in the RM ledger, identi-
fying risk explicitly, and using the quantification method.

(2) Process Performance Baseline (PPB)
With an emphasis on historical project data, not focusing
on each project database, but the PPB focus on all histor-
ical projects’ data accumulated.

(3) Evaluating the entire project status using a statistical method
The individual risk threshold is not evaluated, but whole
project threshold is evaluated using a statistical method.

(4) Introduction of subject matter expert (SME) and quality
assurance (QA): To solve the problem of skill shortage
related to RM, an SME, a specialist of the development
process who belongs to the engineering field, and a QA
are introduced to discuss risks activities.

(5) Alignment Aligning the basic policies of (1) to (4) with
the RM process.

3.2 Procedure

In order to solve the issue concerning a delay in the RM,
which was identified in section 2.2, we will introduce the fol-
lowing RM procedures: making RM ledger and WBS, quan-
titative progress management using EVM, risk analysis using
LRA, and risk counter strategy. These RM Procedures are
shown in Figure 1. Hereafter, we will explain the RM proce-
dures in detail.

3.2.1 Making RM Ledger and WBS

In Stage 1, we first make RM ledger and WBS. In the system
development project, risks of the entire project are identified
at the project planning stage. Mainly, risks are obtained as
a result of awareness created during the process of analyz-
ing customer need, creating customer requirement definition,
creating project planning, and reviewing the QA Document.

The obtained risks are listed in the RM ledger of the project,
and the properties of each risk are set. These properties in-
clude risk description, probability, impact, rework time, risk

response strategy, the threshold of action taken, risk counter-
measures, and priority. Priority is that the magnitude of the
risk influence is sorted by order.

At the project planning stage, we also make WBS. WBS
is a key project deliverable that organizes the team’s work
into manageable sections by hierarchical decomposition of
the work to be executed by the project. At the project plan-
ning stage, we review all the tasks and set start and end dates
of each task and efforts that are to be spent on the task.

When we identify all the tasks and make the WBS of a
project, we automatically know the EVM value of the current
status because the planned value (PV) and budget at comple-
tion (BAC) are calculated entirely.

In the RM process, the influence of risk is converted to
“time” or “money.” In this study, we convert the influence
to “time” (minutes). The project stakeholders can understand
the amount of influence quantitatively.

3.2.2 Quantitative Progress Management using EVM

In Stage 2, the project is managed on a weekly basis. Usually,
a progress management meeting is conducted on a weekly ba-
sis. The project manager asks project members in charge to
update WBS for the concerned week at the meeting. Sub-
sequently, the actual value compared to the estimated value
achieved in the project is known for a particular week. At
the meeting, project members report the manager’s current
progress status by calculating these EVM values and prob-
lems that occurred, if any. This enables the managers to es-
timate the project’s total cost at project completion, which is
also referred to as estimate at completion (EAC)

In system development, by using a waterfall model, it has
been empirically found that the risk is often explicit at process
breaks. Therefore, at the progress meeting that is held at the
end of the process, project members and SME conduct a risk
review meeting. They reevaluate the risks according to the
change of the environment at that time and update the RM
ledger.
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3.2.3 Risk analysis using LRA

At stage 3, we can predict whether the project will fail in
the future, by using LRA. LRA is a statistical method that
predicts the occurrence probability of an event from the size
of accumulated data.

When we use a risk value as an explanatory variable, value
that can take only a binary response (Yes / No), like the oc-
currence of project failure as a dependent variable, the prob-
ability of the influence on the occurrence of the failed project
can be determined.

According to the basic policy (3), we decided that the whole
project risk, instead of individual risk, should be set as the
progress management threshold. Therefore, we decided that
EAC/BAC should be set as the criteria for evaluating a project’s
success or failure. When the EAC/BAC exceed the specific
trigger, the project manager should take appropriate action
under the RM.

Organizations that conduct system development projects
often have similar degrees of difficulty and similar scales. We
have created repositories of PPB by accumulating project data
over the past several years. We can also quantify the recov-
erable period for each construction period if the project is de-
layed.

For example, it is empirically known, “If you are projecting
for 18 months, you will recover and meet the delivery date if
the progress delay is less than 5% of the entire project period.”
We could calculate the recoverable period for each project by
employing the LRA. It was found that if the period exceeds
the value of (EAC/BAC- 100%), then it will lead to a delay in
the delivery date. Subsequently, it will be necessary to take
countermeasures that will not make the risk manifest in the
schedule of recoverable limits.

3.2.4 Risk Counter Strategy

In stage 4, the project manager monitors the risk status at a
progress meeting and takes appropriate risk actions if nec-
essary. If the result of LRA exceeds the threshold, then the
project manager can compensate for the project delay by im-
mediately activating risk counter measures according to the
priority measures set in the RM ledger until the EAC/BAC
comes below the value EAC/BAC-100%. Then let the next
PDCA cycle start.

4 EVALUATION OF THE APPLICATION
IN ACTUAL DEVELOPMENT
ORGANIZATION

In Section 4, a case study wherein the proposed RM method
is applied at Company A and its effectiveness is evaluated.
For the application of LRA, JMP R©14 (SAS Institute Inc.,
Cary, NC, USA), which operates on Windows PC, was used.

Figure 2: The Causes of Failure and its Proportion

Figure 3: LRA and Inverse Estimation

4.1 Case Study for Embedded System
Development

Company A introduced project management using PMBOK
for about 10 years. Development projects comprising the ba-
sic operation of the project management using the PDCA cy-
cle, is well established.

However, in reality, even though it was called the RM pro-
cess, its focus was on creating a risk matrix and completion
record for the preparation of assessment evidence. This is a
situation that does not lead to effective RM.

Company A set the development process standard, based
on the waterfall model that considered the entire organization.
Additionally, at the time of the introduction of the PMBOK,
the RM plan, the creation of the RM ledger, and the risk as-
sessment checklist were managed within the company. The
company mainly undertook derived development. The com-
pany focuses on delivering in a timely manner in a short cy-
cle. In the cases where the delivery is delayed among QCDs,
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the project is labeled as a “failed project.” The policy of the
organization is to prevent delayed delivery.

Company A’s customers do not present their requirements
clearly. Therefore, the project manager in Company A must
analyze customer needs and make a feasible completion plan,
and formulate the budget and set the construction duration
accordingly.

Subsequently, to implement the requirement definition, the
company undertakes project planning and conducts a QA re-
view for implementing the requirement definition and project
plan.

After a discussion with the PM, SME, QA, and project
members, the company rules out the related risks and prepares
the RM ledger based on the risks.

The project manager holds a progress meeting on a weekly
basis. The project manager asks all the project members in
charge to update the WBS. Subsequently, the project man-
ager calculate the projected EAC and EAC/BAC. Then they
update the RM ledger with latest data and entire EVM value
is converted into “time.”

The development period at Company A is set at around 6-
18 months, depending on the scale of development. We cal-
culate the probability of project failure by using the LRA.

For example, when a project construction term is 18 months,
the predicted probability of failure would be as shown in Fig-
ure 2. The cross-hair tool indicates that the prediction prob-
ability is 0.421 at the time of 6% delay. In other words, if
the project is delayed by 6%, then the delivery date will be
delayed with a probability of 42%.

A 42% probability is difficult to employ as a psychological
milestone to activate risk countermeasures. A value at which
the prediction probability becomes 50% was calculated using
an inverse estimation of LRA, and it was 6.41%. Conversely,
it means that “If the project is delayed by 6.41%, then there
can be a 50% chance of a recovery.” This state is shown in
Figure 3.

Actually, if the recoverable range exceeded the threshold
(like 6.41%), they activated risk countermeasures to reduce
the project delay in descending order of influence until the
value fell below the threshold to ensure that the value fit within
the recoverable range.

4.2 Evaluation of Effectiveness

Figure 4 shows the three-year trend of delayed project de-
livery in Company A. Although the duration for which the
project delays were observed is small, the number of projects
subjected to delivery time delay has definitely been reduced.
Meanwhile, Company A did not introduce any other measures
during this time, but the proposed method has been intro-
duced. Company A considered the transition shown in Fig-
ure 4 which this can be regarded as an improvement that is
achieved through the proposed method.

Figure 5 shows the transition of contingency for 3 years,
after the introduction of the proposed method in Company A.
Contingency is a reserve expenditure fund that can be drawn

Figure 4: No. of Delivery Delayed Projects

Figure 5: Transition of Contingency Budget

on to prevent project settlement deficit. It is preferable not to
use contingency funds because it is recorded as a profit if not
used. In the first year, after the introduction of our proposed
method, we consumed nearly 30% of the contingency. It was
suppressed to 20% or less in the third year. Since counter-
measures are given priority in the order of the risk of damage
due to anticipated risk, we believe that it contributed to the
prevention of major deficit in projects. We confirmed that the
proposed method also improves cost.

5 DISCUSSION

In this section, we discuss whether the factors presented in
section 2.2 have been resolved.

5.1 Timely and Correct Risk Report
In this study, project risks at each process break are identi-

fied at the project planning stage and reviewed by PM, SME,
and QA during the RM meeting. The RM ledger and WBS
are updated. Subsequently, we obtain the EVM value and ob-
jectively calculate appropriate parameters for the project. At
these meetings, the overall project risk and progress status are
reported in a timely manner. The project manager can judge
the status promptly.

Thus, nobody can reduce the number of risks or hide crit-
ical risks while reporting them; the risks are reported in an
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accurate and timely manner, thereby resolving the issue of
delayed and erroneous risk reports.

5.2 PM’s Risk Judgment Skill

In this study, to identify and judge risks, an SME and a
QA reviewer are assigned to the project. Instead of a project
manager, they support and perform RM processes, including
risk identification and the activation of risk countermeasure.

In addition, risk is evaluated objectively by using paramet-
ric data to avoid the biases of project managers that might re-
sult from their assumed expertise over all the technical fields.
It implies the resolution of the issues concerning skill short-
age in project managers and their lack of risk-judgement skill.

5.3 RM Method in an Organization

In this study, the organization’s historical project data are
accumulated through the PPB. Recoverable range of each project
period calculated by LRA method are accumulated.

Project managers or higher-level managers can judge risks
objectively and activate risk countermeasures. The proposed
RM method facilitated the unification of the organization’s
RM method. Thus, this method contributed toward the effec-
tive implementation of the RM method in an organization.

5.4 Full Visualization of Risk

In this study, after identifying the risk through an upstream
process, we monitored the risks through weekly meetings and
visualized the magnitude of an allowable recovery range by
using statistical methods. Furthermore, the magnitude of the
risk effect was converted into “time.” We visualized the pos-
sibility of leadtime to delivery delay. Thus, the issue of full
visualization of risk was resolved.

6 CONCLUSIONS

In this research study, we analyzed four actual RM pro-
cesses carried out at the system development site. Addition-
ally, the study identified the factors that contributed to delayed
RM, despite the introduction of the correct RM process at the
organization. Subsequently, we proposed the RM method us-
ing a quantitative process management approach that included
PM, EVM, and LRA.

When we applied the method to the actual embedded devel-
opment projects, we could verify and confirm the improve-
ment effect on the reduction of the number of projects with
delayed delivery times and a decrease in contingency. Thus,
the proposed method is considered potentially effective.

This proposed method can be introduced easily in any or-
ganization implementing process improvement. In the future,
it is necessary to increase case examples, evaluate effective-
ness, and make improvements to the existing RM process.

REFERENCES

[1] Nikkei Computer, Survey on Information Actual Condi-
tion (2003)

[2] Standish Group International, Inc,“CHAOS Summary
2009,” http://www.standishgroup.com, (2009)

[3] K.H. Rose, “A guide to the project management body of
knowledge (pmbok guide) fifth edition,” Project man-
agement journal vol.44 no.3 (2013)

[4] Project Management Association Japan, P2M Pro-
gram,Project Management Standard guidebook (2014)

[5] Martin Tomanek and Jan Juricek , “Project RM model
based on prince2 and scrum frameworks,” International
Journal of Software Engineering Applications (IJSEA),
Vol.6, No.1 (2015)

[6] B.W. Boehm, “Software risk management: principles
and practices,” IEEE software, vol.8, no.1, pp.32-
41(1991)

[7] R.C.Williams, J.A.Walker, and A.J.Dorofee, “Putting
risk management into practice,” IEEE software, vol.14,
no.3, pp.75-82,(1997)

[8] ISO9001(2015).Quality Management System Require-
ment. Japanese Standards Association.

[9] Chrissis,M.B. Konrad,M. and Shrum,S. CMMI for de-
velopment: guidelines for process integration and prod-
uct improvement, Pearson Education.(2011)

[10] Rasool,M, Franck,T. Denys,B. and Halidou,N. Method-
ology and tools for risk evaluation in construction
projects using risk breakdown structure, European J.
of Environmental and Civil Engineering, vol.16, pp.78-
98.(2012).

[11] Menezes,J, Gusm o,Jr,C. and Moura,H De ning in-
dicators for risk assessment in software develop-
ment projects, Clei electronic J., vol.16, no.1, pp.17-
21.(2013)

[12] Galway,L. Quantitative risk analysis for project manage-
ment, a critical review, (2004).

[13] Zafar. K Software project risk management by using
Six Sigma approach, Int.J. of Engineering Research and
General Science, vol.3, no.4, pp.17-21 (2015)

International Workshop on Informatics  ( IWIN 2018 )

190



Trust Representation under Confusion and Ignorance

Kazuhiko Ohkubo1, Tetsuhisa Oda2, Yuki Koizumi3, Tetsushi Ohki4,
Masakatsu Nishigaki4, Toru Hasegawa3 and Yoshinobu Kawabe5

1NTT Secure Platform Laboratories, NTT Corporation
3-9-11 Midori-cho, Musashino-shi, Tokyo 180-0012, Japan

E-mail : ohkubo.kazuhiko@lab.ntt.co.jp
2Department of Business Administration, Aichi Institute of Technology

2-49-2 Jiyugaoka, Chikusa-ku, Nagoya, Aichi 464-0044, Japan
E-mail : oda@aitech.ac.jp

3Graduate School of Information Science and Technology, Osaka University
1-5 Yamadaoka, Suita, Osaka 565-0871, Japan

E-mail : { ykoizumi, t-hasegawa }@ist.osaka-u.ac.jp
4Graduate School of Science and Technology, Shizuoka University

3-5-1 Johoku, Naka-ku, Hamamatsu, Shizuoka 432-8011, Japan
E-mail : { ohki, nishigaki }@inf.shizuoka.ac.jp
5Department of Information Science, Aichi Institute of Technology

Yachigusa 1247, Yakusa-cho, Toyota, Aichi 470-0392, Japan
E-mail : kawabe@aitech.ac.jp

Abstract - Handling trust among agents/users is an impor-
tant issue in the Internet, and many researchers have tackled
on describing and analyzing trust values. Marsh and Dibben
used a real value in the range of [−1, 1) to express a trust
value, where value 1 corresponds to a state for an agent fully
trusted and value −1 corresponds to a state of a complete dis-
trust. However, there are cases where such a one-dimensional
representation of trust is not sufficient; for example, we can-
not give a proper trust value on an agent if the agent is both
trusted and distrusted — this kind of confusion may happen
since trust is a property closely related to human’s impres-
sions. Also, ignorance on an agent may affect giving a trust
value. To deal with trust values for cases where some con-
fusion or ignorance is allowed, this study employs a multi-
dimensional representation of Fuzzy-set Concurrent Rating
method, FCR for short. The FCR method is originally de-
veloped for the study of mathematical psychology, and it can
handle an answer like ”basically good, but somewhat bad si-
multaneously”. With the FCR method, we can describe trust
values in a two-dimensional way, and this enables a proper
description of trust states. In this study we introduce how to
represent a trust value, and we discuss how the trust value cor-
responds to a one-dimensional trust value defined by Marsh
and Dibben.

Keywords: On-line Trust, FCR Method, Fuzzy Logic, I/O-
automaton

1 Introduction

Nowadays a huge amount of sensors and devices are con-
nected to the Internet and various messages which may con-
tain private information are massively exchanged. Also, peo-
ple often exchange important messages actively; for example,

in the major disaster of the Great East Japan Earthquake of
2011, many messages on human life and relief are exchanged
through social media. For such situations, it is an impor-
tant requirement to deal with the trustworthiness on partici-
pants/messages for communications.

Marsh and Dibben [1] have formalized and classified some
trust notions as follows:

• Trust: a measure of how much an agent believes a trustee,

• Distrust: a measure of how much an agent believes
that the trustee will actively work against the agent in a
given situation,

• Untrust: a measure of how little the trustee is actually
trusted, and

• Mistrust: a misplaced trust.

In their study the degree of trust is modeled with a score in
[−1, 1), and the notions of trust, distrust and untrust are for-
mally defined as follows:

• Trust: a state where the trustee’s trust value is more
than a threshold value and enough to cooperate,

• Distrust: a state where the trustee’s trust value is nega-
tive, and

• Untrust: a state where the trustee’s trust value is posi-
tive but not enough to cooperate.

For the notions of trust and distrust, Lewicki et.al [2] suggest
that trust and distrust are entirely separate dimensions, and as
described in [1][2], low distrust is not same as high trust, and
high distrust is not same as low trust. From this discussion, we
can see that there are cases where one-dimensional expression
is not sufficient for trust values.
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We describe an example situation where one trusts and dis-
trusts a message simultaneously. Suppose that in a large scale
disaster you have received a message that describes the cur-
rent situation of your friend. The content of the message was
enough consistent, and you understood that the message was
probably true. However, someone later told you that the mes-
sage was not sent from a correct sender. In this case, you
may trust the message from the viewpoint of message’s con-
sistency, but simultaneously you may not trust the message
from the viewpoint of sender’s integrity.

Trust is a property closely related to human’s impressions.
Hence, we consider that a mathematical psychology’s method
for impression formation is well applicable to describing trust
values. Oda [3][4][5] developed such a method in the filed of
fuzzy set theory. The Fuzzy-set Concurrent Rating method,
FCR for short, enables us to measure and analyze human’s
impressions. By applying the FCR method to trust repre-
sentation, we can describe trust and distrust notions properly.
Furthermore, we can introduce some “finer” untrust notions.
That is, it is possible to define two sorts of untrust notions:

• Untrust under confusion: a state where the trustee is
both trusted and distrusted, and

• Untrust under ignorance: a state where the trustee is
ignored; that is, the trustee is both little trusted and little
distrusted.

The original untrust notion by Marsh and Dibben corresponds
the untrust under ignorance. In this paper, we give a FCR-
based semantics for the trust notions.

This paper is organized as follows. Section 2.1 describes
an overview of the FCR method. In Section 3, we describe
the trust notions shown in [1], and we apply the FCR method
to represent a trust value. Finally, we discuss the validity
of our trust representation in Section 4; also, an analysis for
time-related trust notions such as mistrust or swift trust is dis-
cussed.

2 Preliminaries

2.1 Fuzzy-Set Concurrent Rating Method
The rating scale method (Fig. 1) is often used for question-
naire, where there are items such as “poor”, “fair”, “average”,
“good”, and “excellent” and a respondent chooses one from
them. This is a simple way, but this method has a problem
that the respondent tends to choose a “middle” item of a scale,
which makes an analysis difficult. There are two cases where
this problem occurs. The first case is that the respondent has
multiple candidates for an answer. Especially, if the candi-
dates are at both extremities, then the respondent may choose
one of them (forcibly) or a middle item. The chosen mid-
dle item is not a true answer of the respondent; moreover, the
middle item usually has a label such as “average”, “neutral”
or “I do not know”, and this makes the analysis more diffi-
cult. Another case is that the respondent does not have enough
knowledge/interest for judgment. In any case, we cannot de-
termine if the chosen middle item is the true answer or not.

In the FCR method, a respondent is requested to answer
the confidence for each item (Fig. 2); that is, the respondent

� �
The following word is for describing your evaluation on
the government of your country. Please circle the num-
ber that best matches your feelings.

� �
Figure 1: Conventional questionnaire

answers how much s/he thinks so. The range of each confi-
dence value is from 0 to 1. Then, we calculate an integra-
tion value from a set of the confidence values by applying the
fuzzy inference. From the theoretical point of view we have
no restriction with regard to the dimension (i.e. the number
of items), but from the application standpoint dimensions of
about 2 or 3 are considered practical; for example, two di-
mensions by “true” and “false”, three dimensions by “agree”,
“disagree” and “I do not know”, and so on. In the rest of this
paper, we have discussions for the case of two dimensions.

2.1.1 HLS Model

The FCR method employs the Hyper Logic Space model,
HLS for short, as a logic space of the multiple-dimensional
multiple-valued logic. Figure 3 shows a two-dimensional space
based on two metrics of true (T ) and false (F ). An observa-
tion (t, f), or an observed point, is a point in T×F , where we
have t, f ∈ [0, 1]. Note that t and f are independent; that is,
we do not introduce restrictions such as t+f = 1 or t+f ≤ 1.
A domain {(t, f) | t, f ∈ [0, 1] ∧ t+ f > 1} is called the re-
gion of contradiction. Also, a domain {(t, f) | t, f ∈ [0, 1] ∧
t+ f < 1} is called the region of ignorance, or the region of
irrelevance. A domain {(t, f) | t, f ∈ [0, 1] ∧ t + f = 1}
is called the numerical truth value space, or the consistent
region. If we regard observations A = (tA, fA) and B =
(tB , fB) as truth values, logical operations over HLS are de-
fined as:

A ∨B = (max(tA, tB),min(fA, fB)),
A ∧B = (min(tA, tB),max(fA, fB)), and
¬A = (1− tA, 1− fA).

For details on the logical operations, see [6].

2.1.2 Integration Value and Degree of Contradiction

For observation (t, f), truth value t and falsity value f are
given independently. From these values, we need to calculate
an “actual” truth value. This special truth value is called an
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� �
The following word is for describing your evaluation on
the government of your country. Please check a mark
for each of the seven scales below. Each scale repre-
sents the ratio how much you think so. The left edge
of a scale represents that the scale never matches your
feelings, while the right edge corresponds to a complete
match to your feelings. Note that the sum of the values
need not be 1.

� �
Figure 2: Rating with the FCR method

Figure 3: Two-dimensional HLS model

integration value. There are several ways to calculate integra-
tion values, and it is chosen properly according to the analysis
target. Mainly, the following methods are used:

• Simple scoring method: In this case, integration value
I1 is defined as:

I1(t, f) =

 0.5 if t+ f = 0,
t

t+ f
otherwise;

• Reverse-item averaging method: Integration value I2 is
given by calculating the average of t and 1−f , where t
is a positive measure and f is a negative measure. That
is, we have:

I2(t, f) =
t+ (1− f)

2
;

Figure 4: Graphical calculation for integration values

• Inverse scoring method: For measures t and f , we em-
ploy their negations f ′ = 1 − t and t′ = 1 − f . Then,
we apply the simple scoring method for t′ and f ′. That
is, integration value I3 is given as:

I3(t, f) =

 0.5 if t+ f = 2,
1− f

2− t− f
otherwise.

These methods are sometimes combined; for example, to cal-
culate an integration value we employ I1(t, f) and I3(t, f) for
the region of irrelevance and for the region of contradiction,
respectively. Note that we have I1(t, f) = I3(t, f) for the
consistent region. In the FCR method, we can calculate the
integration values I1(t, d), I2(t, d) and I3(t, d) in a graphical
manner (see Fig. 4). For I2(t, d), we draw a perpendicular
line from the observation (t, d) to Fig. 4’s diagonal line, and
we read the value of “Degree 1”1.

Another important special value, which is called the degree
of contradiction, has been introduced in the FCR method. In
the field of personality psychology, we allow situations like
“I like it but I don’t like it” or “I don’t like it but I don’t dis-
like it.” This kind of confusion is formulated and measured
with a value called the degree of contradiction [3]; we employ
this value to handle situations like “This message is trustable
but simultaneously not trustable.” The degree of contradic-
tion C, which is more precisely the degree of contradiction-
irrelevance, has the value of C = 1 for the case of total con-
tradiction, C = 0 for the case of t+ f = 1, and C = −1 for
the case of complete ignorance, respectively. We often use
the definition for the degree of contradiction given by:

C(t, f) = t+ f − 1

which represents the distance between the observation (t, f)
and the consistent region.

1For I1(t, d), we draw a line from (0, 0) to (t, d); I1(t, d) is the value of
Degree 1 at the crossing point with the diagonal line. For I3(t, d), we draw
a line from (1, 1) and we read the value of Degree 1 at the intersection with
the diagonal line.
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2.2 Four Trust Notions
Marsh and Dibben[1] introduced four trust notions: trust, dis-
trust, untrust, and mistrust, and they formulated the condi-
tion for each of the trust notions. To formalize the trust no-
tions, Marsh and Dibben have used the following functions
with range [−1, 1):

• General trust Tx(y): how much x trusts y; and

• Situational trust Tx(y, α): how much x trusts y in situ-
ation α.

The situational trust Tx(y, α) is specifically defined as:

Tx(y, α) = Ux(α)× Ix(α)× T̂x(y)

where Ux(α) is the utility function to agent x for situation α,
Ix(α) is the importance of α to x, and T̂x(y) is x’s estimation
on the trust value for trustee y [7]. Note that Ux(α), Ix(α) and
T̂x(y) range over [0, 1], [0, 1] and [−1, 1), respectively. For
example, let us consider the “two agents and two pieces of fur-
niture” example shown in [7]. There are two agents (A and B)
in a room, each with the task of carrying out one piece of fur-
niture. Each agent cannot move his piece of furniture alone,
and each piece of furniture needs two agents to move it. Each
agent must consider to cooperate with the other in order to get
the job done. However, an agent may choose not to cooper-
ate, and in this case there are no sanctions. This situation is la-
beled with α. Suppose agent B is relatively trustable for agent
A, and this is estimated with T̂A(B) = 0.63. Agent A consid-
ers the importance on the situation is fair; i.e. IA(α) = 0.5.
The furniture of agent A is his own, and he believes that the
utility to move it from the room is very high. This is estimated
with UA(α) = 0.8. Summarizing, the estimated situational
trust is TA(B,α) = 0.8 × 0.5 × 0.63 = 0.252. If Tx(y) is
greater than a value called a cooperation threshold, then y is
trusted by x; similarly, we say y is trusted by x in situation α
if Tx(y, α) is greater than the threshold value.

Distrust is a measure of how much an agent believes that
the trustee will actively work against the agent in a given situ-
ation. That is, if agent x distrusts y in situation α, the agent x
expects that y will work to make sure the worst (or at least not
the best) will happen in situation α. In other words, distrust
is an active judgment in the negative intentions of the other.
This is defined as:

Tx(y, α) < 0 =⇒ Distrust(x, y, α).

We can see that the notion of distrust is defined as a case
where Tx(y, α) is negative.

Untrust is a measure of how little a trustee is actually trusted.
If we say a trustee is untrusted, then the truster has little confi-
dence in the trustee acting in their best interests in a situation.
In other words, the truster cannot determine if the trustee is
trustable. In such a situation, it is not enough for a truster to
cooperate with a trustee. Formally, a state of untrust is defined
with:

(Tx(y, α) > 0 ∧ Tx(y, α) < CTx(y, α))
=⇒ Untrust(x, y, α).

In this formula, CTx(y, α) is a cooperation threshold which
is given by:

CTx(y, α) =
Riskx(α)

Compx(y, α) + T̂x(y)
× Ix(α)

where Riskx(α) is a value on x’s perceived risk in situation
α, and Compx(y, α) is a x’s evaluation value on how much
y has a competence for α. From this definition, we can see
that the cooperation threshold for trust is set high if the values
of risk Riskx(α) and importance Ix(α) are high. Also, the
cooperation value becomes low if the value of Compx(y, α)
is high, that is, if the truster x believes that the trustee y can
deal with things in situation α. The cooperation value also
becomes low if the value of T̂x(α) is high.

Finally, the notion of mistrust is introduced in [1]. This is
a misplaced trust, and it is discussed in Section 4.2.

3 FCR-based Trust Representation

In the previous section we have shown the functions such as
Tx(y) and Tx(y, α) to explain a formalization of three trust
notions (except the notion of mistrust). A trust value is an el-
ement in [−1, 1), and the notions of trust, distrust and untrust
are defined one-dimensionally. However, as described in [1],
low distrust is not same as high trust, and high distrust is not
same as low trust. In this section we assume that trust and
distrust are entirely separate dimensions, and we use the FCR
method in Section 2.1 for trust representations.

In this paper we use the set of trust values Trust and the
set of distrust values DisTrust, which are defined as:

Trust = DisTrust = { v | 0 ≤ v ≤ 1}.

An observation is an element of Trust×DisTrust. For any
observation o ∈ Trust×DisTrust, we can see that

1. If o is around (1, 0) ∈ Trust × DisTrust, then the
observation has a high trust value and a low distrust
value;

2. If o is around (0, 1), then the observation has a low trust
value and a high distrust value;

3. If o is around (0, 0), then both of the trust and distrust
values are low;

4. If o is around (1, 1), then both of the trust and distrust
values are high; and

5. If o is around (0.5, 0.5), the both kind of values are
moderate.

Here we have five cases, and it is natural to understand that
the first case corresponds to Section 2.2’s trust state while the
second case corresponds to a distrust state. For cases 3, 4 and
5, we cannot determine whether a trustee is actually trustable;
hence, these cases basically correspond to a state of untrust.
However, for cases 3, 4 and 5, if the distrust value is greater
than the trust value, it is considered appropriate that the ob-
servation belongs to a state of distrust.
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Figure 5: From 2D representation to 1D representation

Points (1, 0) and (0, 1) are both ends of the diagonal line
shown in Fig. 3. Also, we can see that every point in the
diagonal line is ideal in the sense that the degree of trust t
and the degree of distrust d follow the consonance law; that
is, t + d = 1. In this study we transform the diagonal line
to the measure by Marsh and Dibben. Specifically, we move
points (1, 0), (0, 1) and (0.5, 0.5) to (1, 0), (−1, 0) and (0, 0),
respectively. Note that (1, 0), (−1, 0) and (0, 0) correspond
to trust values 1, −1 and 0, respectively. Observation (t, d) ∈
Trust×DisTrust is mapped to (t− d, t+ d− 1) by

[(
cos π

4 − sin π
4

sin π
4 cos π

4

){ (
t
d

)
−
(
1
0

) }
+

(√
2
2
0

)]
× 1

√
2
2

=

(
t− d

t+ d− 1

)
and we call the resulting point (i, c); see Fig. 5. Note that
we have c = 0 if the original point (t, d) is in the consistent
region (i.e. t+ d− 1 = 0).

For the resulting point (i, c), the first element i = t−d rep-
resents the “actual” trust value given by Marsh and Dibben,
and this is calculated with the reverse-item averaging method
in Section 2.1.2; actually, the range of integration value I2(t, d)
is [0, 1] and the value of i is calculated by normalizing I2(t, d)
to be a value in region [−1, 1]. The second element c =
t + d − 1 coincides the degree of contradiction-irrelevance
in the FCR method.

As described in Section 2.1.2, we can calculate the inte-
gration values in a graphical manner. Observing the graphi-
cal calculation, points in the same perpendicular line have the
same integration value with regard to I2. For example, obser-
vation A = (t, d) and its nearest point on the diagonal line

A′ = (
t+ (1− d)

2
, 1− t+ (1− d)

2
)

have the same integration value, which means that i = t − d

and i′ =
t+ (1− d)

2
− (1 − t+ (1− d)

2
) are equivalent.

However, for A and A′, the distance from the diagonal line
is different. The distance between the observation and the

diagonal line is given by |t+d−1|, which is the absolute value
of the second element of the resulting point (i, c). This value
coincides (the absolute value of) the degree of contradiction-
irrelevance in the FCR method.

4 Discussions

4.1 Validity of Two-Dimensional Trust
Representation

Let (t, d) ∈ Trust ×DisTrust be an observation and (i, c)
be its corresponding resulting point by the transformation of
the previous section. We can see that the “actual” trust value
i = t − d is calculated by subtracting the degree of distrust
from the degree of trust; we believe that this is consistent with
the intuition. Furthermore, we can explain the trust notions in
Section 2.2 properly by defining:

• A state of trust is a state with i ≥ CT , where CT is a
cooperation threshold; and

• A state of distrust is a state with i < 0.

The second element c = t+ d− 1 of (i, c) is the degree of
contradiction-irrelevance in the FCR method, and the value
enables us to introduce a new sort of untrust notion. In the
field of fuzzy logic, it is considered that a state of contradic-
tion, where the value of c is high, is caused by an informa-
tion overload. Also, a state of irrelevance, where the value
of c is negative, is considered due to a lack of information.
This study considers that an information overload is closely
related to an excessive interest in a trustee. Actually, if you
are excessively interested in a trustee, you may have many ev-
idences for judgment. Some of the evidences might increase
the trust value on the trustee, but simultaneously there may
exist another evidence that increases the distrust value. Also,
this study considers that a lack of information is caused by
an ignorance. If you are not interested in the trustee and you
do not know anything, you cannot discuss whether the trustee
is trustable or not. At least, in such a case, both of the trust
value and the distrust value remain low, since there exist no
evidences that increase the trust/distrust value.

With the degree of contradiction-irrelevance, we can fur-
ther classify the notion of untrust. This study introduces the
following two types of untrust notions:

• Untrust under confusion: This is a state where a trustee
is both trusted and distrusted. Formally, this is a state
with 0 < i < CT and c ≥ 0; and

• Untrust under ignorance: This is a state where the trustee
is ignored; in other words, the trustee is both little trusted
and little distrusted. Formally, this is a state with 0 <
i < CT and c < 0.

The original untrust notion in [1] is considered as the notion
of untrust under ignorance. On the other hand, this paper in-
troduced a new kind of untrust notion from the viewpoint of
“contradiction”, and this result is obtained based on the FCR
method.
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automaton mistrust(id, alpha)
signature

output move(i: Nat,
pt: VL, pd: VL,
ev:Event,
dt: VL, dd: VL)

states
t: Array[Nat, VL], % Sort VL is the set of
d: Array[Nat, VL], % real values [-1, 1]
step: Nat := 0,
stateOfId: State := InitState(id, alpha)
so that (\A i:Nat (t[i] = 0 /\ d[i] = 0))

transitions
output move(i, pt, pd, ev, dt, dd)
pre i = step

/\ pt = t[i]
/\ pd = d[i]
/\ (0 <= pt + dt /\ pt + dt <= 1)
/\ (0 <= pd + dd /\ pd + dd <= 1)
/\ condition(id, alpha,

i, ev, pt, pd, dt, dd,
stateOfId)

eff t[i+1] := t[i] + dt;
d[i+1] := d[i] + dd;
step := step+1;
stateOfId := change(id, alpha,

stateOfId, i, ev)

Figure 6: IOA specification

4.2 Mistrust
Mistrust is a state in which initial trust has been betrayed;
more precisely, the notion of mistrust can be considered as
“either a former trust destroyed, or former distrust healed”
since the trustee may not have had bad intentions and it is
not always “betrayed”. This is considered as a property with
regard to a change of trust value over time.

We consider that it is possible to model a change of trust
value with IOA [8], which is a formal specification language
based on I/O-automaton theory [9][10]. For example, the au-
tomaton in Fig. 6 models the change of actor id’s trust value
in situation alpha. In this specification, step is a clock,
and t[i] and d[i] are the trust value and the distrust value
at clock i, respectively. The range of t[i] and d[i] is
[0, 1]. The variable stateOfId is actor id’s state and its
initial value is given by InitState(id, alpha). The
only action is move(i, pt, pd, ev, dt, dd), and
an occurrence of this action means:

Actor id’s trust value is (pt, pd) at clock i, and
there is an occurrence of event ev which changes the
trust value to (pt+ dt, pd+ dd) at clock i+1.

To analyze time-related trust properties such as mistrust or
swift trust [11][12], a verifier should appropriately describe
the predicate condition in the precondition part of action
move. For example, in verifying swift trust, the verifier should
define condition to satisfy that t[step] − d[step]
becomes greater than a cooperation threshold within a given
short period. We consider that it can be modeled as a liveness
property defined with a trace set. Swift trust is attracting at-
tention for disaster situations [13][14][15], and its importance
is getting larger recently. It is a future work to formalize the
various trust notions for disaster situations.

5 Conclusion

In this paper, we introduced a trust representation based on a
theory for impression formation — the FCR method. A trust
value was given as an observation in the two-dimensional
HLS, where we employed two metrics of “trust” and “dis-
trust”. We discussed the validity of this representation by
showing a mapping to the one-dimensional representation by
Marsh and Dibben. For the untrust notion, we introduced a
new classification; that is, there are two sorts of untrust no-
tions called the untrust under confusion and the untrust under
ignorance.

In this study we discussed how to represent a single trust
state, but we are actually interested in trust transitions. For
future work, we are planning to formalize and analyze time-
related trust notions such as swift trust. We believe that re-
sults from theory of distributed algorithms, such as analysis
methods for safety properties or liveness properties, are ap-
plicable to analyze trust notions. In this paper we described
an automaton (in Fig. 6) as a first step to define and analyze
the trust properties. It gives one idea for the analysis of time-
related trust, but we do not say that it is a complete definition;
it should be refined and sophisticated.

It is also crucial to conduct experiments to apply our repre-
sentation of trust to real situations. We consider that dealing
with a disaster situation is especially important, since adver-
saries and malicious actors often seek to exploit the vulner-
able situation. For such situations it is important to evaluate
the trust of messages and participants with our trust represen-
tation.
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Abstract - In an elliptic curve signature using 256-bit prime
p, thousands of modular multiplicationsX · Y mod p per-
formed according to a signature algorithm are dominant. There-
fore, how to speed up multiplication andmod p computa-
tions is one of the objectives of researches on elliptic curve
signature implementations. One of speeding up method of re-
duction mod p is to use a special form of prime called pseudo
Mersenne prime such thatp = 2n − k, wherek is a small
value. However, in an elliptic curve signature, computation
of mod l with another integerl, which is the order of a base
point, also requires although the number is a few.

In this paper, the authors give a program to construct el-
liptic curves such that reductionmod l can be computed as
mod a pseudo Mersenne prime and give an example of such
curves.

Keywords: Elliptic Curve, Elliptic Curve Signature, Mod-
ular Multiplication, Pseudo Mersenne Prime

1 INTRODUCTION

Recently, elliptic curve signatures as ECDSA are often used
in the TLS communication and block chains. In Europe, it
was decided to use an elliptic curve signature in the V2X com-
munication [5]. However, signature verification in the V2X
communication requires further speeding up.

Elliptic curve is a cubic curve given by Weierstrass form
(y2 = x3+ax+b) or Montgomery curve (By2 = x3+Ax2+
x) [9]. A remarkable feature of elliptic curve is that an oper-
ation+ is defined [14]. Dominant processes of the operation
+, which is explained in Sec.2.2, are modular multiplications
X · Y mod p for X, Y ∈ Fp = {0, 1, 2, · · · , p − 1}, where
p is typically a 256-bit prime. The calculation of it is divide
into

Z ← X︸︷︷︸
256 bit

· Y︸︷︷︸
256 bit

andW ← Z︸︷︷︸
512 bit

mod p︸︷︷︸
256 bit

. (1)

Dominant processes of elliptic curve cryptosystems (ECCs)
including elliptic curve signatures are thousands of modular
multiplications. Therefore, it is important to speed up (1) to
speed up processes of elliptic curve signatures. As explained
in Sec.2.3, using Montgomery curve rather than Weierstrass
form reduces the number of modular multiplications required
for signature generation and verification. Moreover, when a
coefficientA of Montgomery curve is6, 10, 14, and18, the
number of modular multiplications is further reduced.

Montgomery reduction [8] that can be applied to arbitrary
odd numberp is a famous method for reductionmod p. Also,
when p is a pseudo Mersenne prime written asp = 2n −
k, k < 2n/2, reductionmod p can be very efficient.

In public key encryptions as ECElGamal and key agree-
ments as ECDH using elliptic curves, required reduction is
mod p only. On the contrary, in elliptic curve signatures as
ECDSA, required reductions are not onlymod p but alsomod
l, wherel is the order of a base point. As far as the authors
know, the efficiency ofmod p is taken into account in the
construction of an elliptic curve for ECCs, but the efficiency
of mod l is not considered.

The purpose of this paper is to make a program to find
Montgomery curves such thatmod l can be computed by same
way of mod p for pseudo Mersenne prime andA = 6, 10,
14, and18, and to give examples of such curves.

Sec.2 explains the definition of elliptic curve, operation+,
scalar multiplication, coordinate system, secure elliptic curve,
and Curve25519. Sec.3 introduces ECDSA that is the most
popular elliptic curve signature. Sec.4 introduces efficient re-
duction methods. Sec.5 is the contribution of this paper. Sec.5
proposes a requirement for elliptic curves to be suitable for
ECDSA, makes a program to find elliptic curves that meet
the requirement, and gives examples of such curves. Sec.6
concludes this paper and gives future works.

2 ELLIPTIC CURVE

2.1 Definition of Elliptic Curve

Elliptic curve is a cubic curve given by

E : y2 = x3 + ax + b (Weierstrass form) (2)

or

E : By2 = x3 + Ax2 + x (Montgomery curve) (3)

with variablesx, y. When used in cryptosystems, Montgomery
curve (3) is often selected because it can reduce the cost of
cryptographic processes.

For a primep, the setFp is defined asFp = {0, 1, 2, · · · , p−
1}. The setE(Fp) is of points onE be considered onFp,
whereE(Fp) includes a special pointO called the point at
infinity.

The order ofE(Fp), #E(Fp), is defined as the number of
points inE(Fp). The trace ofE(Fp) is defined as an integer
such that

#E(Fp) = p + 1− t.

When a Montgomery curveE : By2 = x3 + Ax2 + x on
Fp has the tracet, another Montgomery curveE′ : B′y2 =
x3 + Ax2 + x has the tracet or−t. In other words, we have
#E′(Fp) = #E(Fp) or 2p+2−#E(Fp). When#E′(Fp) =
2p + 2−#E(Fp), E′ is called the twist ofE.
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2.2 Operation +

Let E be an elliptic curve given by Weierstrass form (2) or
a Montgomery curve (3). Then, the operation+ in E(Fp) is
defined as follows.

1. For anyP ∈ E(Fp), P +O = O + P.

2. In the case ofP = (x1, y1), Q = (−x1, y1) ∈ E(Fp),
P + Q = O.

3. In the case ofP = (x1, y1), Q = (x2, y2) ∈ E(Fp), x1 6=
x2, andP 6= Q, P + Q = (x3, y3) is computed as

λ =
y1 − y2

x1 − x2
,

x3 = λ2 − x1 − x2,

y3 = λ(x1 − x3)− y1.





(4)

4. In the case ofP = Q = (x1, y1) ∈ E(Fp), P + Q =
(x3, y3) is computed as

λ =





3x2
1 + a

2y1
E: Weierstrass

3x2
1+Ax1+1
2By1

E: Montgomery,

x3 = λ2 − 2x1,

y3 = λ(x1 − x3)− y1.





(5)

Eqs.(4) and (5) are called addition formula and doubling for-
mula, respectively.

For P − Q = (x4, y4) on Montgomery curve,x3 can be
computed as

x3 =
(x1x2 − 1)2

x4(x1 − x2)2
(6)

whenx1 6= x2. Eq. (6) is an important property of Mont-
gomery curve.

2.3 Scalar Multiplication

For a base pointP ∈ E(Fp) and a natural numbern, addi-
tions ofn terms ofP ,

nP = P + P + · · ·+ P

is called scalar multiplication. ForP ∈ E(Fp), the order ofP
is defined as the smallest positive integerl such thatlP = O.

For the orderL of E(Fp) and the orderl of P ∈ E(Fp),
the followings are held (Lagrange’s theorem).

1. l is a divisor ofL.

2. LP = O.

Algorithm 1 (Binary method) and Algorithm 2 (Montgomery
ladder) are algorithms for computing a scalar multiplication.
Let n be ak-bit integer, and

n = (nk−1, nk−2, · · · , n0)2

Table 1: Cost of scalar multiplication ofnP , wheren is k-bit

Usedcurve Cost
Weierstrass 18kM + kMa + 18k add

Montgomery 10kM + kMA′ + 10k add

Algorithm 1 (Binary method)
Input: P ∈ E(Fp), n = (nk−1nk−2 · · ·n0)2 ∈ N
Output: nP ∈ E(Fp)
1. Q ← P
2. for i = k − 2 down to 0
3. Q ← 2Q
4. if ni = 1 then Q ← Q + P
5. end for
6. return Q

Algorithm 2 (Montgomery ladder)
Input: P ∈ E(Fp), n = (nk−1nk−2 · · ·n0)2 ∈ N
Output: nP ∈ E(Fp)
1. Q0 ← O, Q1 ← P
2. for i = k − 1 down to 0
3. if ni = 0 then Q1 ← Q0 + Q1, Q0 ← 2Q0

4. if ni = 1 then Q0 ← Q0 + Q1, Q1 ← 2Q1

5. end for
6. return Q0

be the binary representation ofn. Then, Algorithm 1 takes
k doubling formulas andk/2 addition formulas on average,
and Algorithm 2 takesk doubling formulas andk addition
formulas.

We will estimate the cost of theses algorithms. LetM ,
Ma, MA′ , andadd denote a modular multiplication inFp,
a modular multiplication inFp with a constanta, a modular
multiplication in Fp with a constantA′, and a modular ad-
dition/subtraction inFp, respectively, wherea is of (2), and
A′ = (A + 2)/4 for A of (3). The cost of a scalar multi-
plication is given by Table 1, whereadd-1998-cmo-2 and
dbl-2007-b1 for Weierstrass, anddadd-1987-m-3 and
dbl-1987-m-3 for Montgomery are used as algorithms for
addition and doubling [2].

2.4 Secure Elliptic Curve

The security of ECCs including digital signature depends
on the maximum prime factorl of the orderL = #E(Fp),
not the size ofp [12]. Attack time against ECCs is roughly
proportional to

√
l andthen the largerl is, the more secure

ECCs are. Therefore, we have to select elliptic curveE such
that

L = #E(Fp) has a big prime factor (7)

for ECCs. Also, it is desirable that

2p + 2− L that is the order of the twist ofE
has a big prime factor

(8)

according to [3]. Moreover, we have to selectE such that

L 6= p, p± 1 (9)
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accordingto [6], [13].
Curve25519 [1] is a Montgomery curve

E25519 : y2 = x3 + 486662x2 + x

with p = 2255 − 19. The orderL = #E25519(Fp) is

L = 22 · l,
l = 2252 + 27742317777372353535851937790883648493,

wherel is a 253-bit prime. Curve25519 meets the security
requirement in Sec,2.4.

Curve 25519 has been applied in many cryptographic li-
braries such as NaCl [10], and Curve 25519 was added to
Special Publication 800-186, which specifies the approved el-
liptic curve used by the US federal government by NIST in
2017.

3 ECDSA

ECDSA is a digital signature using an elliptic curve. ECDSA
consists ofsystem parameterheld by all users,key generation
for generating each user’s (private key, public key),signature
generationfor generating using a user A’s secret key, andsig-
nature verificationfor verifying the signature using A’s public
key.

System parameter
A sufficiently large (e.g. 256-bit) primep, an elliptic curveE
such thatE(Fp) meets the security requirements (7), (8), and
(9), and a base pointG ∈ E(Fp) of which the order isl are
selected. Also a hash functionH : {0, 1}∗ → {0, 1, 2, ..., l −
1} is selected.(p, l, E, G, H) is the system parameter.

Key generation
User A chooses ∈ [1, l − 1] at random, and computesY =
sG (scalar multiplication) inE(Fp). Then,s andY are A’s
private key and public key, respectively.

Signature generation
User A generates a signature of a messagem ∈ {0, 1}∗ as
follows.

1. Computingm′ = H(m).

2. Choosingr ∈ [1, l − 1] at random, and compute

U = rG︸︷︷︸
scalar mul. onE(Fp)

= (ux, uy),

u = ux mod l.

3. Using the secret keys to compute

v = r−1(m′ + su) mod l.

4. The pair(u, v) is the signature ofm.

Signature verification
A recipient of the messagem with signature(u, v) verifies
the signature as follows.

1. Computingm′ = H(m).

Algorithm 3 (Montgomery Reduction)
Input: OddnumberN of n bits,R = 2n,

N ′ = (−N−1) mod R, natural numberu < RN
Output: u mod N in Montgomery representation
1. t ← u
2. k ← TN ′ mod 2n

3. t ← t + NR
4. t ← t/R
5. if t ≥ N then t ← t−N
6. return t

2. Computingd = v−1 mod l.

3. ComputingU ′ = (m′d)G︸ ︷︷ ︸
scalarmul. onE(Fp)

+ (ud)Y︸ ︷︷ ︸
scalarmul. onE(Fp)

.

4. Computingu′ = (thex coordinate ofU ′) mod l.

5. If u = u′ then the signature is accepted, and ifu 6= u′

then it is rejected.

Thus, the dominant processes of ECDSA is scalar multipli-
cations inE(Fp). Signature generation of ECDSA takes one
scalar multiplication and signature verification of ECDSA takes
two scalar multiplications. Therefore, we see that

in order to speed up processes of ECDSA,
it is important to speed up scalar multiplication.

As seen Table 1, using not Weierstrass form but Montgomery
curve reduces the number of modular multiplications required
for a scalar multiplication. Moreover, using a Montgomery
curve with appropriate coefficientA such asA = 6, 10, 14, 18
further reduces the number of modular multiplications.

4 MODULAR REDUCTION

In order to speed up ECCs including ECDSA, it is impor-
tant not only to reduce the number of modular multiplications
but also to reduce the cost of one modular multiplication. This
section introduces efficient reduction methods.

The Montgomery reduction (Algorithm 3) [8] is a method
for efficiently calculatingX mod N for general odd number
N andX given in Montgomery representation1.

When a primep is written as

p = 2n − k, k < 2n/2,

it is called pseudo Mersenne prime. For pseudo Mersenne
primep, reductionmod p can be computed at high speed us-
ing by Algorithm 4 [7]. Notice thatu/2n in step 1 andv/2n

in step 3 are integer divisions and then they are performed by
shift operations.

5 CONTRIBUTIONS

5.1 Program to Search Elliptic Curve Suitable
for ECDSA

The purpose of this paper is to make a program to search
for elliptic curves that is secure and suitable for high-speed

1For Montgomery representation, refer to [8] or [4].
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Algorithm 4 (Reduction mod pseudo Mersenne prime)
Input: primep = 2n − k (k < 2n/2),

integer0 ≤ u ≤ (p− 1)2

Output: u mod p
1. u0 ← u mod 2n, u1 ← u/2n

2. v ← u1k + u0

3. v0 ← v mod 2n, v1 ← v/2n

4. w ← v1k + v0

5. if w ≥ p then w ← w −N
6. return w

implementationof ECDSA (especially by hardware imple-
mentation), and to give examples of such an elliptic curves.
Specifically, we will search curves that meet the following re-
quirements.

Elliptic Curve Requirements to Search

1. Montgomery curve is selected because a scalar multi-
plication takes fewer modular multiplications (Table 1).

2. Moreover, Montgomery curve withA′ = 1, 2, 3, 4, that
is, A = 6, 10, 14, 18 is selected according to Table 1.

3. Primep is is a pseudo Mersenne primep = 2n − k
of 256-bit. For convenience of execution time, set the
range ofk to k ≤ 220.

4. To meet the security requirement (7), the orderL =
#E(Fp), which is always a multiple of 4, is asL =
4l, 8l, 16l, wherel is a prime.

5. To meet the security requirement (8),L′ = 2p + 2− L
is asL′ = 4l′, 8l′, 16l′, wherel′ is a prime.

6. To meet the security requirement (9), curves such as
L = p, p± 1 is removed.

7. L is written asL = 2n− k′, k′ < 2n/2. Then, a reduc-
tion mod l is computed by an algorithm, which is as
efficient as reduction mod a pseudo Mersenne prime.

Note Curve25519 also meets the requirements 1, 4, 5, and
7, and Curve25519 adopts not 256-bit prime but 254-bit for a
prime field. Curve25519 does not consider the requirements
2 and 7.

The authors made a program as Fig.1 in PARI/GP [11] to
search elliptic curves meeting the requirements. The program
is straightforward and then it may be easy for some readers
to make a similar program. But, giving the program makes
all readers (especially PARI/GP users) generate good curves.
Notice that the program output only a primep, a coefficient
A of Montgomery curve, the orderL of E(Fp), and the order
l of a base point. At the moment, it is necessary to manually
find another coefficientB of Montgomery curve, generate a
base point whose order isl, and checkL 6= p, p− 1.

This program is briefly explained. The line

e=ellinit([0,A,0,1,0]);

sets (Montgomery) elliptic curveE : y2 = x3 + Ax2 + x to
e. The functionellap(e,p) outputs the trace ofE(Fp).

Thus,Num1is the order ofE(Fp), andNum2is the order of
the twist ofE(Fp). isprime is a prime decision function.
write is an output function to text.

By this program, the following elliptic curves are found.

\\Checking pseudo Mersenne prime
check_mer(p)={

local(n,c,k);
n=0;
c=0;
while(c==0,

n++;
if(2ˆ(n-1)<=p && p<2ˆn,c=1);

);
if(2ˆn-p < sqrt(2ˆn),

k=floor(log(2ˆn-p)/log(2)+1);
return([n,k]),
return(0));

}

\\Main program
{

count=0;
for(a=0,3,
A=4* a+6;
e=ellinit([0,A,0,1,0]);
for(k=1,2ˆ20,

print([a,k,count]);
p=2ˆ256-k;
if(isprime(p)==1,

t=ellap(e,p);
num1=p+1-t;
num2=p+1+t;
Num1=num1;
Num2=num2;
check1=0;
check2=0;
if(num1%2==0,num1=num1/2;check1=1);
if(num1%2==0,num1=num1/2;check1=2);
if(num1%2==0,num1=num1/2;check1=3);
if(num1%2==0,num1=num1/2;check1=4);
if(num2%2==0,num2=num2/2;check2=1);
if(num2%2==0,num2=num2/2;check2=2);
if(num2%2==0,num2=num2/2;check2=3);
if(num2%2==0,num2=num2/2;check2=4);
isprime_num1=isprime(num1);
isprime_num2=isprime(num2);
if(t!=0 && isprime_num1==1

&& isprime_num2==1
&& (check_mer(Num1)!=0
|| check_mer(Num2)!=0),

if(check_mer(Num1)!=0,
count++;
write("iwin.txt",k","A","Num1","num1);

);
if(check_mer(Num2)!=0,

count++;
print("A="A);
write("iwin.txt",k","A","Num2","num2);

);
);

);
);
);

}

Figure 1: Proposed program to find elliptic curves suitable for
ECDSA
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1. p = 2256 − 58097,
ES1 : 638y2 = x3 + 10x2 + x,
base pointP = (11, 2),
L = 2256 − k′, wherek′ is 125-bit integer
k′ = 25181363380428710453079967399017869328,
l = L/16, which is 252-bit prime.

2. p = 2256 − 507225,
ES2 : 82y2 = x3 + 18x2 + x,
base pointP = (2, 1),
L = 2256 − k′, wherek′ is 127-bit integer
k′ = 134184981501621384111934924743103436264,
l = L/8, which is 253-bit prime.

3. p = 2256 − 979077,
ES3 : 3805y2 = x3 + 18x2 + x,
base pointP = (20, 2),
L = 2256 − k′, wherek′ is 126-bit integer
k′ = 67240641251824776802983670794157366424,
l = L/8, which is 253-bit prime.

For the convenience of time, the authors set the search range
to k < 220, however, if the search range is expanded, more
appropriate elliptic curve may be found.

5.2 Proposed Modular Reduction

This section proposes an algorithm (Algorithm 5)2 similar
to Algorithm 8 for computing a reductionmod l for a prime
l such thatL = 2ml is written asL = 2n − k, k < 2n/2.

Noticev, v0 andk are multiples of2m. Thus,w is also a
multiple of2m. As well,

x is a multiple of2m. (10)

Steps from 2 to 7 are same as Algorithm 8 and then we see

x = 2mu mod 2ml. (11)

By (10) and (11), we seex/2m = u mod l.
Note thatv/2n in step 2,w/2n in step 4, andx/2n in step

7 are integer divisions and then they are performed by shift
operations, and2mu in step 1 is also performed by a shift
operation.

6 Conclusion

This paper searched three elliptic curves suitable for ECDSA.
In these curves, not only the reductionmod p but also the re-
ductionmod l can be computed at high speed, wherep is of
Fp and l is the order of a base point, and doubling is faster
because of a coefficient of curvesA = 10 or 18. ECDSA
adopting the searched curves has the same security as ECDSA
adopting Curve25519, and it can process faster.
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2Although the authors do not know whether Algorithm 5 is already
known, it may be already known because Algorithm 5 is almost same as
Algorithm 8.

Proposed Algorithm 5
Input : integerl such that2ml = 2n − k (k < 2n/2),

integer0 ≤ u ≤ (l − 1)2

Output : u mod l
1. v ← 2mu
2. v0 ← v mod 2n, v1 ← v/2n

3. w ← v1k + v0

4. w0 ← w mod 2n, w1 ← w/2n

5. x ← w1k + w0

6. if x ≥ 2ml then x ← x− 2ml
7. y ← x/2m

8. return y
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